ST

TAMLAEFFY AT

R R AEL
VAL S

LR B PO WA AR S ¢ B G
i A N S
The Prediction for Time-Series Data - a Case
Study of Air Pollution Open Data at Taichung
City



RERERITEMBIXFTRELE

RBERXEERILLEL HEMA

MREE & 8 B ARIWX

U7 B ZFAR-AE P EETR

NN R ki)

BAZREEL  HERLEMBURE -

2HAERER & f A Fia
2 & K _¥ B 9 5%
v %
% 8 S vh B
2§74
v 7 ,,4f{L“
5% xr_ DI s
JE A
‘A /
5% ouu UL A B

TERBE 106 2 6 A 13 8



i &

Tl B E K R DI N T AR 5 Edyp s 1
F AN A AT EE 0 FRRIA R i 2 8% - 1965 & Zadeh i
FILem IR A RO TR Rt o P ORI S

ZF S REEr 2§ 7
%%A%@%ﬁ%g’iﬁ&?aﬁzng,éizgzﬁﬁﬂ
FRBC R EARTE 2SR PGy KR UERTF S
AHAMEE DL 6 O Py EE LY B FORELEH S P
% 2005 % 2015 &2 B £ 11 #0375 E Rl # % &4 p wiFi

C

RIEE 2 503 G F B LB AR HORI Y 255

I FARE o P R R BT o P S ARG G TR E

TR AN PR T o RT U BT § 5 G AR
:‘g

=5
A W R CES TR R R AR B

:F'

MaEZF By ~ BRI~ 2§ 7% ~ FER



Abstract

In this big data era, we always use the statistical or mathematical model
for historical data analysis, and the use of data analysis results to predict
future changes and trends. In 1965, Zadeh's fuzzy theory appeared in
order to analyze and discuss the fuzzy number. At present, the fuzzy
theory has been widely used in many fields. In recent years, the urban air
quality is deteriorated, the impact of air pollution on human health and
the air quality is increasingly valued. So to establish the air pollution data
prediction model is in order to let people know the change of air pollution,
and we will have time to take appropriate strategies to reduce the negative
impact of air pollution on human health. In the research, | selected the
total of eleven years of air pollution monitoring data between 2005 to
2015 from the Taichung air monitoring station. Using the method of
autoregressive model to establish the time series prediction model of air
pollution and to simulate the trend of air pollution in Taichung City. The
result shows that probability statistics model can effectively predict the
changes of air pollution from the data, and be able to provide changes in
air pollution trends. Therefore, people or the government can do some
precautionary measures in advance to reduce health hazards.

Keywords: Big Data, Time Series, Air Pollution, Prediction
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Chapter 1
Introduction

1.1 Motivation

Due to the fast-paced nature of technology and rapid economic growth in
Taiwan, our living habits change in many ways. Eventually resulting in
different environmental problems. In 1980, the establishment of industrial
parks were sprouting up all over the city, plus people drive the car or
motorcycle instead of walking. Technology brings convenience, it also
breeds pollution. The problem of air pollution is increasingly more
serious in nowadays, and begun to harm the health of the human body.

This study will forecast the trend of air pollution data, let the people
know the changes in air pollution ahead of time, take appropriate
strategies to reduce the negative impact of air pollution on human health.

Time series predictions are often used in historical data, the most
common methods such as autoregressive model, moving average model,
autoregressive moving average model, which are based on continuous
conceptual and assume that information is stable. In other words, these
data are fixed over time. But usually the information is not so ideal, the
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time series of information will usually contain some uncertain changes,
such as air pollution data.

This study is based on the study of air pollution data in Taichung,
Taiwan, and establishes the time series forecasting model of air pollution
to simulate the trend of air pollution in urban air. The simulation results
can provide the public or the government to know the trend of air
pollution ahead of time. People or the government can do some
precautionary measures in advance to reduce health hazards.

1.2 Thesis Goal and Contributions

In this study, we selected 10 years of air pollution monitoring data from
2005 to 2015 at the Dali station, Zhongming station, Shairu station, Xitun
station and Fengyuan station in Taichung area. Processing the data
merging, data exploration, data analysis, use of autoregressive method to
establish time series for the future data forecast, simulate the trend of air
pollution in the city, finally we use MAPE (Mean absolute percentage
error) to review the accuracy of the forecast.

1.3 Thesis Organization

The remainder of this thesis is structured as follows. In Chapter 2, we will
describe the background information related to our work, including Big
Data, Time Series, and Data Mining. In Chapter 3, Research Method,
Method of Prediction, and Data Preprocessing are introduced. Chapter 4
shows the experimental results. And we summarized our work and the

2



future work of this thesis in Chapter 5.



Chapter 2
Background Review and Related
Work

2.1 BIG DATA

Big data [13] is a broad term for data sets so large or complex that
traditional data processing applications are inadequate. Almost 90% of
the data of the world today was generated during the past two years.
Moreover, approximately 90% of it is unstructured. Big Data is a way to
collect a variety of information and data, and analyze the useful
information to the user by the efficient data processing technology. The
development of big data has four directions as shown in Figure 2.1:

* Volume: The amount of generated and stored data, the amount of
data can easily reach tens of TB.

* Velocity: Refers to the speed of data processing.

* Variety: The types of big data source is very diverse, the easiest way
Is classified it structured and unstructured, structured data is mostly text,
unstructured data are many be music, picture and video. These
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unstructured data cause difficulty on storage, mining and analyzing.

* Veracity: How to analyze and filter data error, data forgery and data
anomaly, to prevent these “dirty data” damage data integrity and data
accuracy.

VARIETY
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( DATA
VELOCITY VERACITY
r_, E__vL—"q <

= 7
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Figure 2.1: Big data-4V

2.2 Time Series

Time series data is based on regular time interval to do the continuous
observation of the measured value. Time series analysis is to analyze the
characteristics of the time series data has been occurred to predict the
future value of the process. The analyze purpose of the time series is
collected from the time series data and various type of models, such as
trends, seasons, intervening events and other characteristics. Those
models can summed up and estimated to reflect the historical data of the
time series model.



Time series data according to observations can be divided into
continuous or discrete, also called continuous time series and discrete
time series. Time series are generally randomly distributed, and the future
results of the sequence cannot be determined. The way which expressed
in probability allocation, known as non-deterministic time series or
stochastic time series. If the time series was change with a mathematical
function, the prediction results are fixed, which called deterministic time
series. Most of the time series data types are random, which can be
divided into stationary, non-directional, trend, seasonal, and intervention
events according to their sequence order and fluctuation.

2.2.1 Stationary Time Series

The observed values of the stationary time series are the same fixed level
and same fixed regions, and this values do not change with time, as shown
in Figure 2.2 If there is no special change or outlier, it is reasonable to
deduce that the future observations of such time series are still at the same
level and interval. Additionally, the predictive result can be improved by
the dependency of successive observations.
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Figure 2.2: Stationary Time Series

2.2.2 Non-Stationary Time Series

The Non-Stationary time series will become fluctuating non-direction if
it encounter the disturbed time series, as shown in Figure 2.3 External
impact causes cumulative effects on the series, making the series unable
to maintain a fixed level and difficult to estimate the predicted value.
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Figure 2.3: Non-Stationary Time Series

2.2.3 Trend Time Series

Trend time series is usually affected by long-term factors, leading to the
average level of changes in the fixed trend. Each time points scattered
variation is fixed, as shown in Figure 2.4 The average level of this series
changes over time, so it can be assumed that this long-term factor will

continuously effect the series in a fixed way > and finally conclude the

predicted value.
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Figure 2.4: Trend Time Series

2.2.4 Season Time Series

Season time series can observe a similar fluctuation within a fixed time
interval. As Figure 2.5 is a time series with both seasonal and trend factors.
Since the average level of this type of sequence has a periodic change, it
can be assumed that this period factor will continuously affect the series,
and conclude the predicted value.
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Figure 2.5: Season Time Series

2.2.5 Interventions Time Series

The interventions time series is disturbed by a single event, causing the
minority observations in the series to behave differently from the other
observations, as shown in Figure 2.6 Since the average level of this type
of series does not change, and a single event is often unpredictable.
Therefore, it can be assumed that this series will maintain the average
level and change, and conclude the predicted value of series.
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Figure 2.6: Interventions Time Series

2.3 Data Mining

Data mining is to analyze cumulative data and dig out a special data type
or rules. Then through a series of data to sum up, organize and analyze
the process, in order to obtain the most valuable information and
knowledge.

Data mining is to collect the new information, past unknown
information and the model that can be explained from a great amount of
data. Those information or models can be used for predicting future has
not yet occurred. Moreover, data mining could be seen as a process that
keep analyzing data for decision support. The definition of data mining
as shown in Figure 2.7

11



Fayyad et al. (1996) Data mining is a series of processes that are based on the needs of
the user, the selection of appropriate data in the word database,
processing, conversion, and exploration.

Berry and Linoff (1997) ta mining is an automatic or semi-automatic way to explore and
analyze large amounts of information, from which to dig out a
meaningful pattern or rules.

Cabena et al. (1997) Data mining is a process of extracting unknown and informative
information from large databases to provide a manager's decision.

Kleissner (1998) Data mining is a non-circular decision support analysis process, from
the information found in the hidden value of knowledge, to provide
husiness personnel reference.

Thuraisngham (2000) Data mining is the use of a variety of machine learning methods, such
as neural networks, decision trees and other methods, from the
information extraction of key information tools.

Shaw et al. (2001) Data mining is a process of finding and analyzing information, as long
as the purpose is to find useful information that is implicit in the data

Figure 2.7: The Definition of Data Mining

2.3.1 Data Mining Background

The manual extraction of patterns from data has occurred for centuries.
Early methods of identifying patterns in data include Bayes'
theorem (1700s) and regression analysis (1800s). The proliferation,
ubiquity and increasing power of computer technology has dramatically
increased data collection, storage, and manipulation ability. As data
sets have grown in size and complexity, direct "hands-on™ data analysis
has increasingly been augmented with indirect, automated data
processing, aided by other discoveries in computer science, such as neural
networks, cluster analysis, genetic algorithms (1950s), decision
trees and decision rules (1960s), and support vector machines (1990s).
Data mining is the process of applying these methods with the intention
of uncovering hidden patterns in large data sets. It bridges the gap
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from applied statistics and artificial intelligence (which usually provide
the mathematical background) to database management by exploiting the
way data is stored and indexed in databases to execute the actual learning
and discovery algorithms more efficiently, allowing such methods to be
applied to ever larger data sets.

2.3.2 Data Mining Process

The knowledge discovery in databases (KDD) process is commonly
defined with the stages:

(1) Selection

(2) Pre-processing
(3) Transformation
(4) Data mining

(5) Interpretation/evaluation.

It exists, however, in many variations on this theme,
such as the Cross Industry Standard Process for Data
Mining (CRISP-DM) which defines six phases:

(1) Business Understanding
(2) Data Understanding

(3) Data Preparation

(4) Modeling

(5) Evaluation

(6) Deployment
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or a simplified process such as (1) Pre-processing, (2) Data Mining, and
(3) Results Validation.

2.3.2.1 Pre-processing

Before data mining algorithms can be used, a target data set must be
assembled. As data mining can only uncover patterns actually present in
the data, the target data set must be large enough to contain these patterns
while remaining concise enough to be mined within an acceptable time
limit. A common source for data is a data mart or data warehouse. Pre-
processing is essential to analyze the multivariate data sets before data
mining. The target set is then cleaned. Data cleaning removes the
observations containing noise and those with missing data.

2.3.2.2 Data mining involves six common classes of

tasks:

« Anomaly detection (outlier/change/deviation detection) — The
identification of unusual data records, that might be interesting or data
errors that require further investigation.
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Association rule learning (dependency modelling) — Searches for
relationships between variables. For example, a supermarket might
gather data on customer purchasing habits. Using association rule
learning, the supermarket can determine which products are
frequently bought together and use this information for marketing
purposes. This is sometimes referred to as market basket analysis.

Clustering — is the task of discovering groups and structures in the data
that are in some way or another “"similar", without using known
structures in the data.

Classification — is the task of generalizing known structure to apply to
new data. For example, an e-mail program might attempt to classify
an e-mail as "legitimate" or as "spam".

Regression — attempts to find a function which models the data with
the least error that is, for estimating the relationships among data or
datasets.

Summarization — providing a more compact representation of the data
set, including visualization and report generation.

15
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2.3.2.3 Results validation

Data mining can unintentionally be misused, and can then produce results
which appear to be significant; but which do not actually predict future
behavior and cannot be reproduced on a new sample of data and bear little
use. Often this results from investigating too many hypotheses and not
performing proper statistical hypothesis testing. A simple version of this
problem in machine learningis known as overfitting, but the same
problem can arise at different phases of the process and thus a train/test
split - when applicable at all - may not be sufficient to prevent this from
happening.
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Chapter 3
Research Method

In this study, we selected 10 years of air pollution monitoring data from
2005 to 2015 at the Dali station, Zhongming station, Shairu station, Xitun
station and Fengyuan station in Taichung area. Processing the data
merging, data exploration, data analysis, and finally the use of
autoregressive method to establish time series for the future data forecast,
simulate the trend of air pollution in the city. Finally, we use MAPE
(Mean absolute percentage error) to review the accuracy of the forecast.
The analysis flow chart of this paper as shown in Figure3.1.

17
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Figure 3.1: The Analysis Flow Chart

3.1 Research Instrument

This paper uses the tool software called SAS Enterprise Guide 7.1
workstation. The SAS Enterprise Guide's user interface is easy to use and
with a powerful and versatile feature that allows users to import data in a
variety of ways, such as Excel, Notepad, SAS data files, etc., Moreover,
it can find hidden relationships between large data, and predict the future
events. Among each analytical models, this software can be very
convenient and easy to visualize and explain the results of the analysis or
integration model.
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3.2 Data preparation

The source of this paper is from the opening platform of government.
Collected the air pollution-related information between the five stations
from the Taichung City in 2005 to 2015. There are more than 5 million
data in this 11 years, including ten measure items such as temperature,
CO , NO, NO2, NOx, 03, PM10, PM2.5, RAINFALL and SO2. The
government open platform of the original data as shown in Table 3.2 and
3.3.

Table 3.1: The Government Open Platform of the Original Data
(Zhongming Station)

A B C D E F G H J K L M N o] P Q
1|HS Ak HE 0 L 2 3 4 5 6 7 8 9 10 1l 12 13
2 1 20151/ B AMB_TEN 15 15 15 14 14 14 13 13 14 16 18 19 19
3 2 N0ISILLEE cHe 18 17 L8 18 18 18 18 15 18 18 18 18 18
4 3 MISANEE o 102 044 035 032 053 058 063 064 064 054 049 048 0.5
5 4 20054/ HE]  NMHC 03 014 008 000 008 009 0.l 0.11 012 0.l 0.l 01 009
6 S 0ISLLEE N 19 13 L3 0l 02 02 02 09 3l 37 29 29 23
7 6 0I5/ HE NO2 1 21 16 14 14 14 14 16 19 15 14 14 13
8 7 20U/ EE N0z 58 2 17 14 14 15 14 17 2 19 17 17 15
9 8 IS EE 03 29 % 3l 28 29 2% 30 27 2% 33 9 45 50
10 9 0I5 EE PMLO 85 75 62 45 53 88 111 121 108 97 2 89 8
1 10 20151/ BB PM25 44 7 38 2 29 43 61 65 62 57 46 42 44
12 L1 2015/ 89 RAINFALI 0 0 0 0 0 0 0 0 0 0 0 0 0
13 12 20154/ #8  RH 65 62 61 61 62 63 62 61 58 51 45 39 37
14 13 2005070 B8 sQ2 4 32 38 i3 5.1 58 52 53 47 49 52 16 45
15 14 20151/ HH  THC 2.2 19 18 18 19 19 19 19 19 19 19 19 19
16 15 2005/ #8]  WD_HR 7 46 43 47 47 48 41 41 41 27 2 336 353
17 16 2005/1/1 8 WIND_DII 2 47 43 51 47 50 353 41 48 2 328 309 74
18 17 2015/ #BH  WIND_SPI 09 19 19 23 2.2 19 13 3l 22 26 22 19 24
19 18 2005/1/1 B8] WS_HR 05 14 L4 15 12 15 18 15 17 08 13 1 1
20 19 201502 #B  AMB_TEN 12 12 12 12 12 12 12 12 13 14 15 17 18
21 20 20192 B CHE 17 17 L7 17 17 18 17 17 17 17 17 17 17
2 21 201502 2 oo 025 024 021 02 022 022 02 033 042 043 041 041 033
23 22 0I5/02 EH NMHC 006 005 004 004 004 005 005 007 01 03 015 04 0l
24 23 201512 AW WO 0.2 0.2 01 0.8 0.5 0.7 06 15 53 74 74 56 28
25 4 002 BH N2 1 98 92 7.l 74 39 12 14 20 20 18 17 14
2 25 201502 B N0z 11 10 93 79 79 96 12 16 25 2 2% 23 18
27 26 201502 FH 03 2 28 29 0 2% 25 24 21 18 20 25 33 41
3 27 20152 BE PMLO 33 21 14 12 24 30 0 29 25 kY 7 48 50
29 28 201502 B PM2S 18 10 10 9 11 4 12 11 15 19 2 27 k)
30 20 2015172 BH  RAINFALL 0 0 0 0 0 0 0 0 0 0 0 0 0
31 30 201512 #H  RH 52 53 52 52 53 53 54 54 54 51 43 45 42
32 31 201912 B 502 23 2 19 18 18 22 26 18 3 37 32 24 23
33 32 201502 AW THC 18 18 18 18 18 18 18 18 18 19 19 19 18
34 33 20192 B WD_HR 49 43 45 43 43 48 49 45 kS 355 32 294 340
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Table 3.2: The Government Open Platform of the Original Data (Shairu

station)

A B C D E F G H J K L
1|El,Hﬁ [Hs HDE 0 1 2 3 4 5 6 7 8
2 L 20I5/L /5% AMB_TEN 14 14 14 14 14 14 13 13
3 2 2015 bR Co 03 035 055 06 065 06l 035 051
4 3 2015/ BB NO L3 L3 12 1 LI 12 12 16
5 £ 2015/ bR NO2 16 12 1 99 95 86 88 95
6 5 20151 bR NOx 17 13 12 1 1 98 10 1l
7 6 20151/ B 03 29 4 40 37 37 3 3 %
8 7 2015/ B PMLO 43 53 g7 119 12 13 126 1l
9 8 2015/L/L {bF  PM23 15 21 37 % 67 64 53 44
10 9 20151/ JbBE  RAINFALI 0 0 0 0 0 0 0 0
11 10 20151/ B RH 69 68 0 71 69 63 67 66
12 11 20150/ b 802 28 35 55 55 6 53 54 47
13 12 20150/ B UVB 0 0 0 0 0 0 0 03
14 13 20150/L ¥bBE WD_HR 3 46 Y] 41 4l 51 49 46
15 14 2015171 bFE WIND_DII 30 63 46 40 16 76 54 51
16 15 20150/ YbEE  WIND_SPE 3l 29 37 58 64 48 50 6l
17 16 20150/ B WS_HR L5 L5 14 17 2 e 18 L9
18 17 201502 bFE AMB_TEN 1l i 1l 11 11 1 1l 11
19 18 201502  CO 02 019 009 019 0l8 02 02 028
20 19 2015020 WO 12 Ll Ll 05 06 05 04 09
21 20 201512 bE  NO2 6.1 55 54 57 48 53 67 11
2 21 201512 B NOx 72 65 65 62 55 58 7l 1

3.3Data Preprocessing

Data preprocessing includes data cleaning, data integration, data
transformation, and data reduction (Peng & Chien, 2003). The
preprocessing flow chart of this paper as shown in Figure3.2 and the data
after processing as shown in Table 3.3, 3.4 and 3.5.
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Figure 3.2: The Preprocessing Flow Chart

® Data cleaning: Handle the missing values, smoothing the messy
data, finding the outliers, and correcting the inconsistency of the
data. This paper replaces the outliers and the missing values with
averages.

® Data integration: Combining data from different sources than
stored in the same data file. Different sources of information may
be recognized as mistaken information due to attribute definition
or unit definition Therefore, it must be re-view and put the same
information together. Due to the public information of items on
the annual number are different , we must sort out the annual
common items, and then delete the non-common items, than
those data could be integrated into same data file, this paper is
the use of Visual Basic for Applications (VBA) integration is
complete.
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® Data transformation: Transforming data into a suitable form of
mining. As the government open platform is the original source
of csv file, and csv file cannot store more than 5 million copies
of data. Therefore, this paper uses the SAS Enterprise Guide to
convert data into SAS file.

® Data reduction: Data will affect the establishment of mining
model, in general, high-dimensional data calculation is more
complex, and need to spend more time. So the analyst must
determine whether the need for the data reduction in order to
reduce the data dimension. However, this data must retain the
integrity of the information as much as possible. The public
information provided by the government is based on an hourly
basis. This paper transforms it into daily, weekly, monthly and
quarterly units for analysis and forecast.
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Table 3.3: Data after Processing (Based on days)

s ITEM [E DATE &  DATA
1 [AME_TEMP | 017AN2005 9.1775
2 AME_TEMF 02TAN2005 13,3901 66667
3 AME_TEMP 02TANZ005 16.13125
4 AME_TEMP 047TANZ005 17.1005
5 AME_TEMP 0SJANZ005 17.721 666667
5 AME_TEMP O6TANZ005 18.032533333
7 AME_TEMF O7IANZ005 15.41075
g AME_TEMP OSTANZ005 16679411765
9 AME_TEMF D9JANZ005 16.1020583333
10 AME_TEMP 10JAN2005 15774453732
11 AME_TEMP 1114H2005 17.244916667
12 AME_TEMP 124N 2005 16.59501 6667
13 AME_TEMP 1214N2005 14 949166667
14 AME_TEMP 14142005 132770583333
15 AME_TEMP 15IAH2005 11.511833333
Table 3.4: Data after Processing (Based on Weeks)
4y ITEM  [E DATE (@ DATA
1» S, 26 Dec 2004 9.1775
2 AME_TEMP Sun, 2 Jan 2005 | 16788212157
3 AME_TEMP Sun, © Jan 2005 | 15107127533
4 AME_TEMP Sun, 16 Jan 2005 | 13715064256
5 AME_TEMP Sun, 23 Jan 2005 | 18901856513
6 AME_TEMP Sun, 30 Jan 2005 | 15105608273
7 AME_TEMP Sun, 6 Feb 2005 | 15.394040476
8 AME_TEMP Sun, 13 Feb 2005 | 18.168071420
9 AME_TEMP Sun, 20 Feb 2005 | 15467736077
10  |&4ME_TEMF Sum, 27 Feb 2005 | 13364738095
11  |AME_TEMF Sun, 6 Mar 2005 | 17.527988095
12 |AME_TEMF Sun, 13 Mar 2005 | 17 300702381
13 |AME_TEMF Sun, 20 Mar 2005 | 19443245823
14  |AME_TEMF Sun, 27 Mar 2005 | 20234809524
15  |4ME_TEMF Sum, 3 Apr2005| 23212306684
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Table 3.5: Data after Processing (Based on Months)

Ah ITEM  [G] DATE @) DATA
1p AME_TEMF JAWZ005 15790054202
2 AME_TEMF FEEZ005 16772196514
3 AME_TEMF MARZ005 17.646100054
4 AME_TEMF APRZ005 24082372092
5 AME_TEMF M AY2005 27.2045477901
6 AME_TEMF JTIHZ005 28.128855550
7 AME_TEMF JOLZ2005 28 9592240440
8 AME_TEMF ATTGZA005 28.4580050527
9 AME_TEMF REFZ005 2820547808
10 AMEBE_TEMF QCTZ2005 25670057222
11 AMEBE_TEMF HOw2005 22 495802778
12 AMEBE_TEMF DECZ005 16822240661
13 AMEBE_TEMF JAWZ2006 17 625542011
14 AMEBE_TEMF FEEBZ005 18.277 215476
15 AMEBE_TEMF MARZ006 19.47197404

3.4 Autoregressive

In statistics and signal processing, an autoregressive (AR) model is a
representation of a type of random process; as such, it is used to describe
certain time-varying processes in nature, economics, etc. The
autoregressive model specifies that the output variable depends linearly
on its own previous values and on a stochastic term (an imperfectly
predictable term); thus the model is in the form of a stochastic difference

equation.

Together with the moving-average (MA) model, it is a special case
and key component of the more general ARMA and ARIMA models of
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time series, which have a more complicated stochastic structure; it is also
a special case of the vector autoregressive model (VAR), which consists
of a system of more than one interlocking stochastic difference equation
in more than one evolving random variable.

Contrary to the moving-average model, the autoregressive model is
not always stationary as it may contain a unit root. In this study, we will
use the autoregressive method to analyze and predict the air pollution data
in Taichung City.

3.5 Mean Absolute Percentage Error

When the correctness of the model is compared, the MAPE (Mean
Absolute Percentage Error) can be used as the criterion of evaluation.
[27]. When the value is smaller, the difference between the predicted
value and the observed value is smaller, the result is also better. The
calculation method can be expressed as follows:

1 . .5
MAPE = —Z ‘y “
n y

y . Actual Value y* : Forecast Value n : Forecast Value Number

The Standards of predictive accuracy for MAPE as shown in
Table3.3.
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Table 3.6: Standards of predictive accuracy for MAPE.

MAPE Ability to predict
<10% high accuracy
10% — 20% good
20% — 50% reasonable
>50% incorrect
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Chapter 4
Experimental Results

This paper was based on data preprocessing, data merging, data
exploration, data analysis, and finally using autoregressive method to
obtain the drawing of the forecast value about air pollution data in
Taichung City.

Figures 4.1, 4.2 and 4.3 are time-series predictions based on days,
with temperature, CO and O3 as examples, black lines are actual values,
and blue lines are predictions. The predicted and actual values of the
known data are quite close to each other, as shown in Figures 4.1, 4.2 and
4.3. However, the prediction of the unknown value is very inaccurate.

27



AMB_TEMP

DATA
40 —

B

30—

25

| | | | | |
O1JAN2004 01 JAN2006 OIJAN200S O1JAN2010 O1JAN2012 O1JAN2014  O01JAN2016  O1JAN2018  O1JAN202C

Figure 4.1: Time-Series Predictions Based On Days (Temperature)
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Figure 4.2: Time-Series Predictions Based on Days (CO)
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Figure 4.3: Time-Series Predictions Based on Days (O3)

Figures 4.4, 4.5 and 4.6 are the accuracy time chart of the MAPE
(Mean Absolute Percentage Error) based on days, with temperature, CO
and O3 as examples. Compared to Figures 4.1, 4.2 and 4.3, we can find
that the temperature, CO and O3 are inaccurate for the known data in the
extreme value, the temperature MAPE value of the temperature is
5.444854%, which is high accuracy. The MAPE value of CO is
20.28559%, which is reasonable. The MAPE value of O3 is 22.82577%
and is reasonable.
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Figure 4.5: The Accuracy Time Chart of the MAPE Based on Days (CO)
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Figure 4.6: The Accuracy Time Chart of the MAPE Based on Days (O3)

Figures 4.7, 4.8 and 4.9 are time series example of temperature, CO
and O3 that predict based on week, black lines are actual values, and blue
lines are predictions. As shown in Figure 4.7, 4.8 and 4.9, the temperature,
CO and the prediction of O3 is not accurate at the extreme value. The
predicted value and the actual value of temperature data are quite close,
so does the data of CO and O3. The temperature and O3 are gradually
accurate at the beginning of the prediction of unknown values; and the
prediction of CO at unknown values is not yet accurate.
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Figure 4.7: Time-Series Predictions Based on Weeks (Temperature)
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Figure 4.8: Time-Series Predictions Based on Weeks (CO)
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Figure 4.9: Time-Series Predictions Based on Weeks (03)

Figures 4.10, 4.11 and 4.12 are the accuracy time chart of the MAPE
(Mean Absolute Percentage Error) based on weeks, with temperature, CO
and O3 as examples. Compared to Figures 4.7, 4.8 and 4.9, we also can
find that the temperature, CO and O3 are inaccurate for the known data
in the extreme value, the temperature MAPE value of the temperature is
6.498594 %, which is high accuracy. The MAPE value of CO is
16.08986%, which is good. The MAPE value of O3 is 17.95183%, which
is good.

33



08

0.6

04

0.2

00

02 04 08 08 1.0 1.2

0.0

I

T
JANZ2005

MAR2007 MAY2009 JUL2011

Figure 4.10: The Accuracy Time Chart of the MAPE Based on Weeks

T
SEP2013

(Temperature)

NOV2015

|

I
JANZ2005

I I
MAR2007 MAY2009

Figure 4.11: The Accuracy Time Chart of the MAPE Based on Weeks
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Figure 4.12: The Accuracy Time Chart of the MAPE Based on Weeks
(O3)

Figures 4.13, 4.14 and 4.15 are time series example of temperature,
CO and Og3 that predict based on month, black lines are actual values, and
blue lines are predictions. As shown in Figures 4.13, 4.14 and 4.15 which
is based on monthly research, the prediction of the temperature in the
extreme value is gradually accurate and the prediction of CO and O3 are
not accurate at the extreme value. The predicted value and the actual value
of the temperature are quite close, so do the data of CO and O3. The
temperature at the unknown value is predicted to be accurate; and the
prediction of the CO and O3 at the unknown value is accurate.

35



AMB_TEMP

DATA
35
i
07 . |
- J,""‘,L ! i q
i :
5 |
- I I
41 {
I
. i
|
- \‘ 1
- | : I I!
- I |
;o : ‘.V |
i II'I li' -
15—
0—
III'.IIII|I|II|II'IIIIII::IIIIIl::IIII
AR 2005 JAN2007 A 2009 JAR2011 JAN2013 JAN2015 JAN201T7
Figure 4.13: Time-Series Predictions Based On Month (Temperature)
co
DATA
0g 1
08— E
4 J|1
n
07— H \ ;
= 1 1 [}
" | ! ; B
05— [ f
!
- :\ EIJ | I‘t“ll . II II 4
1 | :I | i
3 YRY AR
05— : I1' j H : r
: . .
W | T [
= 1]
04 [ ‘” L H IL
: ! | i
3 | ' t
03 . lr|
0.2—_

JA 2004 JA 2006 JANZ00S JaMz010 JAM2012 Jarz014 JaMz0lE JAM2018

Figure 4.14: Time-Series Predictions Based On Month (CO)
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Figure 4.15: Time-Series Predictions Based On Month (O3)

Figures 4.16, 4.17 and 4.18 are the accuracy time chart of the MAPE
(Mean Absolute Percentage Error) based on weeks, with temperature, CO
and O3 as examples. Compared to Figures 4.16, 4.17 and 4.18, we also
can find that the temperature, CO and O3 are inaccurate for the known
data in the extreme value, the temperature MAPE value of the temperature
Is 5.073653%, which is high accuracy. The MAPE value of CO is

10.14667%, which is good. The MAPE value of O3 is 10.58128%, which
is good.
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Figure 4.16: The Accuracy Time Chart of the MAPE Based on Months
(CO)
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Figure 4.16: The Accuracy Time Chart of the MAPE Based on Months
(O3)

Table 4 shows the MAPE values calculated based on days, weeks and
months of temperature, CO, and O3. It can be found from the table that
the MAPE value based on weeks is more accurate than based on days,
and the MAPE value based on months is more accurate than based on
weeks.

Although the forecast based on days is relatively inaccurate, but the
forecast based on weeks and months are acceptable, people or the
government can know that the changing of the previous week’s air
pollution or the previous month's air pollution to do some precautionary
measures in advance to reduce health hazards.
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However, we found that the temperature prediction in time series is
accurate, because the temperature changes with the seasons.

Table 4: MAPE Value

MAPE Value(DAYS)  5.441854% 20.28559% 22.82577%
MAPE Value(Weeks)  6.498594% 16.08986% 17.95183%
MAPE Value(Months) 5.073653% 10.14667% 10.58128%
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Chapter 5
Conclusions and Future Work

It can be found that the time series prediction is not accurate based on day,
because the stepwise autoregressive analysis is the historical time series
of the predicted target in different periods. Moreover, the existence
relation between the values is to establish the regression equation to
predict. However, use the day for the research unit were changes too large
that it cannot accurately predict in this data.

The future experiments will use mean absolute percentage error test

method to test predictive accuracy. For different time series patterns will
with different analytical methods to do the analysis and prediction.
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