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Abstract

In recent years, Grid grows rapidly, it support huge computing capability and storage,
it has two important function which is concentrate on get more performance, that is
resource monitor and job schedule, by the way it's also combine multiple grid to share
each resource and design a algorithm of job submit that comes out a Resource Broker
to manage grid. When we get more resources, we need to think about how can we use
these, and how can user use resources more efficient, for this reason we use Service
Oriented Architecture to provide flexible and usable environment. SOA come up with
commercial requirement, it integration many technique cross over ten years to find the
solution in different platform, different programming language and different user. The
SOA provide the connection with a protocol between service provider and service
user. After this, the performance problem and the reliability problem are reviewed.
Finally we apply SOA into our Grid and Hadoop platform. Service is like an interface
in front of Resource Broker in Grid, Resource Broker is a middleware that provide
function for developer. The Hadoop has a characteristic of file replication, it provide a
reliability of file. Service provided on Grid and Hadoop are centralized. We design a
portal, user can use services on it or service provider can register his service for user,
and portal also provide service workflow design, that user can use services each by

each job's result and manage it.

Keywords: Grid Computing, SOA, Hadoop, Service Workflow
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Chapter 1

Introduction

1.1 Motivation
According to the Grid Computing developing, we improve the efficient in Grid by
resource monitor and job schedule, and also distributed resouce in multiple grid[1,6],
but there is more complicated configuration and more difficult to manage resource
when Grid grows rapidly, so we use Servcie Oriented Architecture[2] which provide
more flexible to deploy our resources.

User side, they can use service just like a function call, and also combine
services to complete their work[3] by our portal. When we get more and more servcie,
the problem of manage service is comes out, and more and more data format in our
portal, so to solve this problem, we develope a service to convert data from one
format to other, converter just like a componet in our system, example in medically
we convert the clinical data to internationl data format[4], finally we combine these
and complete our work.

To get more compatibly with BPEL we also implementation this one, we can get
the information about the service provider node's loading by grid monitor, and to
adjust our workflow to complete our job. Intraditional the security is design for a
group, someone propose a schema can o access control in each machine node[5], in

our portal we use a security token schema do this.

1.2 Contribution
In this work, we provide a Service Oritented Architecture platform, service provider
can register their service in our portal, design service workflow, user can user their

service by their browser in our portal, or get service description document to call



servcie, our portal also can dynamic generate BPEL document by machines's loading
in Grid.

1.3 Thesis Organization
In Chapter 2 we first introduce all of the technique and background , in chapter 3 we
will introduce the architecture and flowchart, in chapter 4 is experiment and result,

finally chapter 5 is conclusion.



Chapter 2

Background Review and Related Work

2.1 SOA
Service Oritented Architecture has three main component, WSDL(Web Service
Description Language) is description service attributes ~ address,etc..user get this
document and then access service by standard protocol, to regist service in our portal
need use this wsdl document, and then we parser this to get operation ~ attributes ~
service's namespace,etc..

If we has these we can call service and design a workflow, to parser wsdl
document we use the package WOM and XSOM[10,11], the second is SOAP, this is a
protocol over http so it can cross platform, user use this protocol to call service, there
is a lot of platform support this by different library.

For example in mobile device there is a ksoap2 library[12], we can develope a
program to access our Grid, the third one is UDDI, user can search servcie and get
wsdl document location from it, when user get wsdl document to access servcie, we
use juddi[13] to provicde this function, and it also has a hierarchy architecture like
DNS to support more connection request.

In this work we combine uddi function to our portal. In our portal we use SUN's
solution, Netbeans and glssfish to develope our Service Oritented Architecture, it's
easy to use and reduce developement time, and also support openESB which is
Service Oritented Architecture, otherwise also can use Apache Axis[14] to build the
Service Oriented Architecture.

After build the SOA, we design a portal to let user to access servcie directly, and

also need the security authentication to each servcie.



2.1.1 SOAP

SOAP is the Web Services used to transfer data encoding format. W3C has developed
the SOAP 1.2 specification currently. The main purpose of SOAP is to provide the
RPC (Remote Procedure Call) function. SOAP is a XML-based format, the xml
parsing performance is concern with the algorithm of the parser. A complete packet of
SOAP will be used the “Header + Body” to mark the part of the contents of each
message. Header block which carries a representation of a Web resource, which is
needed for processing a SOAP message but which a receiver would prefer not to or
cannot obtain by dereferencing the URI for the resource carried within the message.
In addition to using HTTP, SMTP and other network protocol for data binding and

exchange.

The SOAP body is the mandatory element within the SOAP env:Envelope,
which implies that this is where the main end-to-end information conveyed in a SOAP

message must be carried.

There is no relevant with SOAP standard and the underlying network protocol.
Therefore, when we accorded SOAP specifications to produce SOAP documents,
regardless of the use of any network protocol can be exchanged SOAP documents.
Then both sides can be selected in accordance with the protocol to exchange
information.

2.1.2 WSDL
WSDL[24] is an XML format for describing network services as a set of endpoints
operating on messages containing either document-oriented or procedure-oriented
information. The operations and messages are described abstractly, and then bound to

a concrete network protocol and message format to define an endpoint. Related



concrete endpoints are combined into abstract endpoints (services).

WSDL is extensible to allow description of endpoints and their messages
regardless of what message formats or network protocols are used to communicate,
however, the only bindings described in this document describe how to use WSDL in
conjunction with SOAP 1.1, HTTP GET/POST, and MIME.

A WSDL document defines services as collections of network endpoints, or ports.
In WSDL, the abstract definition of endpoints and messages is separated from their
concrete network deployment or data format bindings. This allows the reuse of
abstract definitions: messages, which are abstract descriptions of the data being
exchanged, and port types which are abstract collections of operations. The concrete
protocol and data format specifications for a particular port type constitutes a reusable
binding. A port is defined by associating a network address with a reusable binding,
and a collection of ports define a service.

WSDL four style/use models:
® RPC/encoded
® RPCl/literal
® Document/encoded
® Document/literal

The terminology here is very unfortunate: RPC versus document. These terms
imply that the RPC style should be used for RPC programming models and that the
document style should be used for document or messaging programming models. That
is not the case at all. The style has nothing to do with a programming model. It merely
dictates how to translate a WSDL binding to a SOAP message.

Likewise, the terms encoded and literal are only meaningful for the
WSDL-to-SOAP mapping, though, at least here, the traditional meanings of the words

make a bit more sense.



2.1.3 UDDI
The Universal Description, Discovery and Integration (UDDI)[25] specifications
define a registry service for Web services and for other electronic and non-electronic
services. A UDDI registry service is a Web service that manages information about
service providers, service implementations, and service metadata. Service providers
can use UDDI to advertise the services they offer. Service consumers can use UDDI
to discover services that suit their requirements and to obtain the service metadata

needed to consume those services.

The UDDI specifications define:

® SOAP APIs that applications use to query and to publish information to a
UDDI registry

® XML Schema schemata of the registry data model and the SOAP message
formats

® \WSDL definitions of the SOAP APIs

® UDDI registry definitions (technical models - tModels) of various identifier and

category systems that may be used to identify and categorize UDDI registrations

JUDDI[13] (pronounced "Judy") is an open source Java implementation of the
Universal Description, Discovery, and Integration (UDDI v3) specification for Web
Services.

The OASIS UDDI Spec TC also develops technical notes and best practice
documents that aid users in deploying and using UDDI registries effectively.
JUDDIv3 feature:
® UDDI Specification version 3.0 compliant
® JDK 1.6 Recommended, but supports for JDK 1.5 and later

6



® Build on JAXB and JAX-WS standards, tested on CXF
® Build on JPA standard, tested with OpenJPA and Hibernate
® Pre-configured bundle deployed to Tomcat
® UDDI portlets
® Pre-configured portal bundle download
® User and Developer Documentation
2.1.4 WOM
WOM][10] stands for WSDL Object Model. WOM is a Java library to parse a WSDL
document and navigate, inspect each of it's element. WOM is based largely on XSOM

(XML Schema Object Model).

The current WOM implementation supports WSDL 1.1.
2.1.5 XSOM

XML Schema Object Model (XSOM) [11]is a Java library that allows applications to
easily parse XML Schema documents and inspect information in them. It is expected

to be useful for applications that need to take XML Schema as an input.

The library is a straight-forward implement of "schema components"”. Refer to
this specification of how this object model works. In particular, this diagram might be

helpful.

XSOMParser works like this; You create a new instance of XSOMParser, set it
up, then call the parse method to parse a schema file. When a schema is parsed, all the
schemas that are refered from it (<include>and <import>) will also be parsed. If you
have multiple separate schema files that need to be compiled together, just call the

parse method multiple times.Once you parse all the schemas you want, call the



getResult method to obtain the XSSchemaSet object, then use that object to obtain
information about the schema.

The primary design goals of XSOM are:

1. Expose all the information defined in the schema spec

2. Provide additional methods that help simplifying client applications.

Providing mutation methods was a non-goal for this project, primarily because of the
added complexity.

XSOM consists of roughly three parts. The first part is the public interface,
which is defined in the com.sun.xml.xsom package. The entire functionality of XSOM
is exposed via this interface. This interface is derived from a draft document
submitted to W3C by some WG members. The second part is the implementation of
these interfaces, the com.sun.xml.xsom.impl package. These codes are all
hand-written. The third part is a parser like figure 2-2-1 that reads XML
representation of XML Schema and builds XSOM nodes accordingly. The package is

com.sun.xml.xsom.parser. This part of the code is mostly generated by RelaxNGCC.

XSOMParser delegate parsing
HamAlar |
Hardler |
scherma  [5axeventsel MNGCCRUNEIMEY —event Handler
generated by
‘ ReladNECe
<usinclude =/ <xsimpork = delegate parsing
| s |
schema  |5axeventamt MNGCCRUNGMEX —event Hardler
generated by
RelaxMECT

Figure 2-2-1 xsom xml parser



2.2 Resource Broker
The main layers of our system architecture include SOA web portal, Services, Grid
portal, Resource broker, Grid nodes.

We use a Resource Broker for Computational Grids. It discovers and evaluates
Grid resources, and makes job submission decisions by comparing job requirements
with Grid resources. Each rectangle represents a discrete system component. The
Resource Broker’s primary task is to compare user requests and resource information
provided by the Information Service.

After an appropriate assignment scheme is chosen, Grid resources are assigned
and the Scheduler submits the job for execution. The results are then collected and
returned to the Resource Broker, which records them in the Information Center
database via the Information Service Agent. Users can view the results through the
Grid portal.

The system architecture includes five layers: SOA web portal, Service, Grid
portal, Resource broker, Grid nodes. The following sections will be described in
detail.

ResouceBroker is used to distributed resource and job scheduled, it is importal to
monitor and distribute, and resouce broker use these information and their algorithm
to job scheduled, in grid we use NWS[26,27] to aggregate each node's CPU loading,
how much memory used and network bandwidth. We use globus to do job scheduled,
globus toolkit[28] is a middleware which implementation WSREF, it's include OGSA
OGSI integration, globus toolkit's function has resouces monitor manager, file
transfer(GridFTP), file manager, data security(GIS), and also MDS(monitoring and
discovery system) to aggregate information -~ register service[28], etc..it's similarly
uddi. globus also can work with MPICH to run MPI program, in our portal also do

this, and the resouce broker monitor this.



2.3 Medical Grid

Medicare Grid, a grid based on E-health system[19,20], to fulfill a practical
future medical scenario for next twenty years. It uses grid and peer-to-peer technology
to integrate all the computing and storage resources and develop medical data
exchange mechanisms base on it. Those data form a data warehouse to support the
data mining techniques that extract valuable information for medical decision support
and future research.

Medical Grid is to establish from individuals, families, hospital physicians to
complete medical service mechanism, in order to improve the way we have to be
treated in a hospital nowadays. It can not only take care of the old, handicapped
persons or anyone who need long-term medical care but also decrease the opportunity
of accidents and prevent from cardiovascular diseases taking place. Moreover, it
would reduce the expense of medical insurance system and create a better life for all
human beings.

This system construct of one medical data exchange and sharing platform. Allow
any person in any place for medical treatment, keep to have a complete patient record.
To help physicians predominate the patient's medical history in order to provide
complete medical services. It uses data mining technology and methods to provide the
provision of medical decision in the grid platform. We depend personal medical
information to carry out follow-up medical (such as medication, medical diagnosis,
care, etc.) analysis, to reduce medical expenditures. To medical quality assurance,
RFID technology will be integrated into the emergency care, surgery safety, patient
safety and medication management. According to community as a unit, the
development of wearable physiological signal flow measurement system.

Nowadays the application of grid computing instrument, and did not have a set
of comprehensive use of a mechanism for users to more easy way, just in their own

10



computer to install the public on the widespread use of the software, you can network
through the Internet on the specific scope of Grid resources to carry out access,
efficient computing and control platform. First of all, we want to develop the
Resource Broker will make use of Globus Toolkit as the future of the Grid software
agent.

The main objective of this program is to develop a Grid Monitor, used to monitor
the computing platforms on all available computing resources of the current status,
such as machine load on CPU, Memory size available, the node between the current
instantaneous frequency wide, and the network flows in each node shown and job
monitor shown. This Grid Monitor is NWS (Network Weather Service) as the main
core, by the NWS is responsible to retrieve the information (bandwidth, flow rate,
CPU load, etc.), and then use RRD Tool with MRTG to carry out mapping to produce
page, supply users browser and Jane transaction. It show the Ganglia snapshot from
grid nodes. Then a set of questions future prediction model at the grid on the network
flow and execution time for job applications.

2.4 Integration Resource Broker with Serivce

SOA combination of elements typically include: software components, services and
flow. When the hospital or enterprises face an external request, the external flow is
responsible for the definition of the requirements of treatment steps; Services of
specific steps, including all program components and software components are
responsible for the implementation of programs. We use the characteristics of SOA,
and resource brokers (Resource Broker) for the combination of resource brokers go
through the medical access grid (Medicare Grid) system. The High-level interactions
between various entities, components, resources, and human participants that the
channels of control as shown. It is described below:

1.  SOA components will be imported from time to time updates on web services,

11



the service's Web Services Description Language (WSDL) to release to be

published on the SOA web portal for users to search.

2. User initiates session with portal by selecting modeling resources required and
‘planning’ experiment with the resources. .On the SOA web portal, the user can
search for suitable services and resources.

3. User obtains authorization through VO and authorization service.

4.  User to get the service of WSDL document.

5. WSDL of the service allows users to be connected to the Internet through the
SOA components, and will invoke service.

6. SOA portal through the SOA technology contacts Resource Broker to request
resources (remote/local services or database). Medical Grid and P2P network.
SOA component will take submission of tasks to resource broker.

7. Resource broker submitted the tasks to Medical Grid or P2P network in order to
achieve the goal.

8-10. Results are visualized on the users’ desktop through the Web browser.

2.5 Resource Broker Providing Serivces

We identify the following modules in our paper:

Resource Status: The main function was provided users to view the machines
status when user create job, then they can choose the correct machines. The user
chooses one or more nodes and sends a request to the Information Service, which
finds the information and returns it in a sorted list. Information type include hostname
and machine status.

Job Submit: The users can submit job into the Workflow Engine by the SOA
middleware, and then will be allocated to the grid environment for computing

machines by the resource broker (RB).
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TMT/CDA Convert: the general public of the personal health record information,
because of differences in medical situations may be scattered in a variety of medical
institutions; to make the information on to the network for the exchange and
integration, we need the same information in a standard format will be edited. We use
international standards as the Health Level 7 as the exchange of information
integration.

Handset service: We use SOAP protocol as intermediate. kKSOAP libraries a

SOAP web service that can connect with handset devices.

2.6 TMT/CDAR?2
TMT is a clinical data, it's used in most taiwan's hospital, and CDA r2 is internationl
standard, these are xml format document.In our platform, we put these data into
Hadoop system[21], it's a distributed system and per data has three backup copy, we
also write a Map&Reduce program to analyze and statistic clinical data, and generate
a trend module.

Since a variety of time and space factors, the general public may be at different
hospitals for treatment, and various medical institutions to use the hospital
information system (HIS) is not necessarily the same as a result of patient medical
information can't be at each inter-hospital transfer, often creating the need for patients
to check the duplicate, or duplicate medical acts, resulting in unnecessary waste of
medical resources. By the HL7 Organization for medical information exchange
standards, the role of medical information is structured, standardized so that they can
through the network, at different medical institutions between the transmissions, to
achieve the purpose of information sharing.

Health Level Seven (HL7) [28, 29, 30] is one of several American National

Standards Institute (ANSI) -accredited Standards Developing Organizations (SDOSs)
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operating in the healthcare arena. Most SDOs produce standards (sometimes called
specifications or protocols) for a particular healthcare domain such as pharmacy,
medical devices, imaging or insurance (claims processing) transactions.

Health Level Seven’s domain is clinical and administrative data. HL7 standard
interface to pass through different borders and cultural messages to promote health
messages also have permeability and dilated. HL7 Organization founded in 1987. Its
main purpose is to develop various types of medical information systems, such as
clinical, banking, insurance, management, administration and inspection, such as
electronic data standards.

HL7 protocol brings together different vendors application software used to design the
interface between a standard formats, which allows the various medical institutions of
different application systems, carry out some important information to communicate.

The protocol design while retaining a considerable degree of flexibility, making
some information on the specific needs of a deal to maintain compatibility. The HL7
Organization is based on ISO (International Standards Organizations, 1SO), the use of
open systems architecture (Open System Interconnection, OSI) communications
model as shown. The HL7 is satisfied for the highest level, that is, the application
layer. It provides norms such as: the relevance of the classification, the emergence of
an effective inspection, the structural mechanism for the exchange of information and
consultation functions.

Taiwan health information exchange agreements seventh layer Association (HL7
Taiwan) was established in 2001, and at the Department of Health under the guidance
of continuing education to organize various activities such as training and seminar,
and actively promote the HL7 standards in the domestic [5].

2.7 BPEL
WS-BPEL is an XML-based language defining several constructs to write business
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processes. It defines a set of basic control structures like conditions or loops as well as
elements to invoke web services and receive messages from services. It relies on
WSDL to express web services interfaces. Message structures can be manipulated,
assigning parts or the whole of them to variables that can in turn be used to send other
messages.

More about the specification can be found on our BPEL page. In our system,
This thesis use Apache ODE(Orchestration Director Engine) [16]to generate BPEL
document, and read it to our portal[15].

Apache ODE (Orchestration Director Engine) executes business processes
written following the WS-BPEL standard. It talks to web services, sending and
receiving messages, handling data manipulation and error recovery as described by
your process definition. It supports both long and short living process executions to
orchestrate all the services that are part of your application.

WS-BPEL is an XML-based language defining several constructs to write
business processes. It defines a set of basic control structures like conditions or loops
as well as elements to invoke web services and receive messages from services. It
relies on WSDL to express web services interfaces. Message structures can be
manipulated, assigning parts or the whole of them to variables that can in turn be used

to send other messages.

ODE v1.3.4 Features:

Side-by-side support for both the WS-BPEL 2.0 OASIS standard and the legacy
BPEL4WS 1.1 vendor specification.

® Supports 2 communication layers: one based on Axis2 (Web Services http
transport) and another one based on the JBI standard (using ServiceMix).

® Support for the HTTP WSDL binding, allowing invocation of REST-style web

15



services.

Possibility to map process variables externally to a database table of your choice.
High level API to the engine that allows you to integrate the core with virtually
any communication layer.

Hot-deployment of your processes.

Compiled approach to BPEL that provides detailed analysis and validation at the
command line or at deployment.

Management interface for processes, instances and messages.

Some paper[32] use bpel to integrate grid resource, and use grid's
middleware which provided algorithm to send job with workflow. It use four
layers, each layer has service which can be used by workflow.

Four layers:
® Processes (workflows)
® Scientific Serivces
® Infrastructural Serivces
® Resources & Data

Processes is a workflow layer with bpel technique, Scientific serivces layer
IS a component of infrastructural services, we know to complete work that we
always need use more than one service, and in different scientific domains needs
different data format.

Infrastructural Service provide the different platform like grid, in this layer
use the middleware's api to interact with the grid, and follow the standard OGSA,

WSREF to developing the service.
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There is some component in the paper:
Workflow

Service interface

Component in different science domains
Data access

Service entry points

Data structure (format)

and use these componet to integrate with bpel.
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Chapter 3

User Portal

SOA Portal provide user authentication, after that and user can search servcie, portal
parser the wsdl document to get the service operation node, service provider can
register their service on the portal[17,18], user can access service throught portal or
get the service information and access the service by itself in user's browser, this

technique is implementaion by javascript,figure 3-1 shows the portal's flowchart.

VO and
authorizati
on service
A
3.
A
2. request )
Service
, Portal
4. get service
(WSDL, y
uDDI)
1. publish
(WSDL, ;
uDDI) 7. Medical
submission .
6 of the go. Grid
Y 5. invoke y submission
service of tasks | Resource 8. re§ult
User - SOA < Broker submission
10. goal 9. result f the goal
] P2P
. 8 result\| Network of
1. service )
Service
Healthcare
Service
Providers

Figure 3-1 portal flowchart

There are steps of use service.

In Step 1, Service provider registry their services into portal.

In Step 2,3,4, User send request to portal, and get WSDL document which can
used to access service.
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In Step 5,6,7,8, Portal according to service's request and send the request to our
resource broker or the p2p network.

Architecture

Http Protocol /\

SOA SOAP
PORTAL Protocol

Grid
Resource
Broker

SOAP
Protocol

SOAP
Protocol pP2P

Computing

Service
Service Node
Node
Service
Node

Data on
Hadoop

Figure 3-2 Architecture

Expand the service model into a large scale; you can see the architecture in
figure 3-2, the portal use Grid by resource broker, access p2p service network, and
Hadoop. To combine these, first we need design an interface use SOA, the portal can
access these resource by call service with SOAP.

For example user want to access grid service, the portal will call Resource
Broker which manage Medicare Grid, and resource broker use grid protocol to
complete the job[22,23]. In p2p service network, each client has a SOA interface, the
portal can access directly, and user is not only the user of the service but also the
service provider. In Hadoop, there is also a interface provide TMT clinical data
service, it has three backup, and a small load balance technique.
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Figure 3-3 igoogle portal

User interface of portal use igoogle gadget like figure 3-3, this portal use
HTMLS5 to implementation Drag&Drop and H.264 video play. By the way, this portal
also uses web os to implement these, but didn't deploy finally, why? It's a long
story. :(

3.1 lgoogle and EyeOS
iGoogle[31] provides users with their own private page to personalize with content
that they find most interesting and useful. Each iGoogle page is as unique as the
person who creates it. Some use iGoogle to keep a pulse of the day, frequently
checking news headlines, stocks and weather. Others track their favorite blogs, play
games, or keep a list of their to-do’s. You can develop a gadget to satisfy any of these
needs and preferences.

The integration of OpenSocial with gadgets gives you an opportunity to enhance
your content for users by incorporating social features. For example, a books gadget
could display what a user's friends are reading, allow users to request to borrow books
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from friends' libraries, and show users books that their friends recently rated. As users
share content with their friends, your gadget will naturally build a broad audience for
distributing content and driving traffic.

Eyeos is a disruptive desktop entirely usable from a web browesr. It includes an
office suite and some sollaboration applications, as well as full framework to develop

new web apps. The execution screen is like figure 3-4.

Figure 3-4 eyeos run in web browser

3.2 Service Registry and Using Service
In this thesis implementaion such service, TMT convert Service to convert medical
data, jobsubmit service to send job to resoucrbroker, register service to register service
into our portal, wsdl parser service to parser wsdl document for register service like
figure 3-5, database access service to save or read data into database for register
service, user authentication service to authenticate, monitor service to monitor grid's
node and we can use this for load balancing. All these service to compose portal, we

use these service to complete our work.
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- . Service Name:WebServic

DB_check

DB_Insert

DB_Friendi ist

DB_Upda

DB_Select

DB _DataReader
- TestForAl

service_regist
Figure 3-5 Service Register

If we want register a service, there is a flowchart:

User authentication service -> register service -> wsdl parser service -> database

access service

User can combine services to complete their work, portal provide this service, in
figure 3-6 we can drag&drop service that register in our portal into the block, and it

also generate the bpel document for compatibility.

Refresh this page

USE 16
SERVICE

16:WebService::DB_FriendList 17
A7 dbSenice :listSemvice?
18- WebService: DB _FriendList
19:dbSenice :listSemvice?

19

Figure 3-6 Service Workflow

The service Hadoop provide is the TMT clinical data service, it store data in the

Hadoop, there clinical document list in figure 3-7, choose Hadoop because it has a
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nice backup schema you can see the backup in figure 3-8, also can use the
map&reduce to statistics information of the clinical data. In this work is parsing the

document which is xml format and display html format like figure 3-9.

Contents of directory /[SOAP_SHOW/data

Goto : [/s0aP_SHOWdata | (o |

Go to parent directory

Name Typ i Replication||Block||Modif ion|Permission||Owner||Group

Size ||Time

00981484020therSOAP1.xml |file ||7.23 |3 64 2009-10-27 ||rw-r--r-- root supergi
KB MB 23:17

A1000063020therSOAP1.xml (file |[7.23 |3 64 2009-10-27  |[rw-r--r-- root supergl
KB MB  |23:07

A1000254170therSOAP1.xml |file ||7.23 |3 64 2009-10-27  ||rw-r--r-- root supergi
KB MB 23:17

A1000254170therSOAP2.xml (file |[7.23 |3 64 2009-10-27 |[rwW-r=-r-- root supergl
KB MB 23:07

A1000355150therSOAP1.xml |file ||7.23 |3 64 2009-10-27 ||rw-r--r-—- root supergi
KB MB 23:10

A1000355150therSOAP2.xml (file |[7.21|3 64 2009-10-27  |[rw-r--r-- root supergl
KB MB 23:17

Figure 3-7 TMT on Hadoop

File: [SOAP_SHOW/data/A1000254170therSOAP1.xml 1

Goto : [/S0AP_SHOW/data

Go back to dir iisting
Advanced viewddownload options

<Texts></Text> ~
<huthors>
<Medical Professionals Code></Medical Professionals_Codes
<Neme > </ HName >
<ID_Mumbers></ID_Humber:> =
<Department></Department:>
<Titlex</Titlex
</ huthor>
<Confidentiamlity Code>N</Confidentiality Code>
<Entry>
<%ource_of Information>L</Scurce_of_ Information>
<MNeame> @ @9 </ Namwe>
<Chart_No.>000804988F</Chart_No.>
<ID_Number>21000Z5417</ID_Number:>
<Zexr</Senx
<Birth Date>130305</Birth Date>
<hger</ Agex
<Body_ Height></Body Height>
<Body_ Weight></Body Weight>
<Blood Type></Blood Type>x
<Rh_Twper</Rh_Typex
<Birth Placer</Birth Placex
<Picturer</Picturex
<Education></Educations
Occupation:</Ocounation:

N

Download this file
Tail this file
Chunk size to view (in bytes, up to file's DFS block size): [32788 | [Refresh

Total number of blocks: 1
BOB0T 269597254954, 14012898 5250010 140128 985150010 140.128.98.57 50010 &

Figure 3-8 multiple backup copy
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Figure 3-9 TMT parser

To use service in this thesis use ksoap2 library in our portal, and in portal also

has workflow schema, to compatibly portal will auto generate BPEL document.

3.3 Load Balancing Access And Dynamic Deploy Servcie
In workflow, our portal can get the machine loading data, automatically choose the
service which can work, if thereis no machine can work, and the service can deploy
independly, the portal will do this, and generate BPEL document.
The portal deploys service according to the machines computing ability and the
CPU loading in service request time. First the portal check the machines CPU loading,
if all machines loading is 90 percents up, it will send the request to the fastest machine

which calculate by compute pi before.
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Chapter 4

Experimental Environments and Result

4.1Testing the latency of job submit in Grid

The environments has two, one is in Grid, the other is in Hadoop, in Hadoop has 5

nodes, you can see it in figure 4-1

Live Datanodes : 5

e | o, | aamnsuae | Comted | esd| oncrs | Remaiing | Uesd | Ut | Remang | gy
eta’l 2 In Service 6513 022 1245 5246 034 8055 23985
sta? 0 In Service 6503 036 911 5556 055 8544 28253
etal 0 In Service 642 027 955 5438 043 847 28194
etad 0 In Service 642 0.31 8.79 5511 049 85383 28689
hdp2 1 In Service 4843 0.37 577 423 075 87.34 28730

Figure 4-1 Hadoop node

In Grid we send the job into resource broker by our job submit service, you can

see it has a job in the figure 4-2. We send the job from handset devices, a android

platform system mobile phone.

/= Grid Resonrce Broker Porial - Microsoft Internet Explorer |Z| |E| |z|
@7-\:} +  |BH ntipv140.128.102 187 > [#2][ ][00z |[2]-
#BEEQ RED WHRO HOSEEW IBOC HSHE@
£ WindowsLive | B - FEEbA EoFE W EE TEE M 5F = L3N
e afe IﬁGn'dResquce Broker Portal l l - B o= - [ H@EE) - O TRO) -

Multi-Grid Resource Broker

Maximize your resource

Monitor Workflow Job Monitor Account Mananger Others

1.¥ou can look up workflow and job informations here.

ID Number Workflow Name Creator Status Start Finish

test_def 2009-04-23 11:56:37.071 2009-04-23 11:56:37.079

20090423_115628 test_def 2009-04-23 11:56:29.205 2009-04-23 11:56:29.207
2009042300085 test_abc 2009-04-23 00:08:57.471 2009-04-23 00:08:57 473

2009042 20090422 23:59:23.222 2009-04-22 23:58:23.224
2009041 3 2009-04-13 14:26:51.995 2009-04-13 14:26:51.997
20090413_111544 2009-04-13 11:15:45.076 2009-04-13 11:15:45.078
20090412_140231 2009-04-12 14:02:32.48 2009-04-12 14:02:32.481
2009041017233 20090410 17:23:37.897 2009-04-10 17:23:37.898
20090410_17113 2009-04-10 17:11:32.417 2009-04-10 17:11:32.418

(8 b i ", 100%

Figure 4-2 jobSubmit
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Calculate the latency time of job submission in personal computer (PC) and
handset device. The latency time is denote by a job submit to the resource broker until
it return “true” message to user. We can see the result in figure 4-3. The latency time
of handset device is higher than PC about 3 times. Because the handset devices use
wireless network and android system use SOAP protocol.

It spent more time to use XML parser to explain the SOAP message. The SOAP
encoding rules include some type of additional information. It will take up some
storage space and increase system encoding and decoding of the additional processing
time. But the highest latency time of handset device is close to 1.5 seconds. The time

can be ignored for user.

Job Submit latency

latency time (s)

1 2 3 4 5 6 7 8 910
times

| +—Handheld device —=—PC |

Figure 4-3 Job submit latency comparison.
4.2 Testing Service Computing with Portal Load Balancing
In this thesis also test a service load balancing with portal, analysis the relation
between the machines when the amount of request happening, Testing Program is
calculate PI, use formula Gregory's Series. The Formula is pi/4 = 1/1 - 1/3 + 1/5 - 1/7
+..,

= (—1)
T=4) 2+ 1

k=0

First deploy this program into each machines to test their ability, you can see the
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service interface display with html format in figure 4-4.The precision is only 8 digits,
because the formula is hundreds years old, and the calculate loop cycle is 1 billion, the

execution time is 9 seconds.

calculatePii Method invocation

Method parameter(s)

Type||Value
int 11

Method returned

double : "3.1415926525880504"

SOAP Request

<?xml wersion="1.0" encoding="UIF-8"7>
<5:Envelope xmlns:5="http://schemas.xmlsocap.org/socap/envelope/">
<5 :Header/>
<5 :Body>
<ns2:calculatePii xmlns:ns2="http://otakus.tw/">
<ni>l1il</mni>
</ns2:calculatePii>
</5:Body>
</5:Envelope>

Figure 4-4 program of calculate pi

Machine name CPU Cpu clock cores
Otakus Core2 quad Q9550 | 2.83GHz 4
Beta3 Opteron 246 2GHz 2
Betad Opteron 246 2GHz 2
Betad Opteron 2212 2GHz 4

Table 4-1 machines list

The first experiment is test each machine's ability, all these data will be used for
service load balancing by portal, the environment include 4 machines you can see in
table 4-1, one for service workflow, portal and dispatch service request, others will
compute pi. Otakus is a portal dispatch service request to others, and get each

machines loading. You can see figure 4-5, beta5 and otakus are quad core machine,
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their execution time is less than the two core's machine, in computing mode, the betab

is the fastest, the portal service request dispatch will send more job to beta5.

80
70
60
50
(Sec.) 40
30 —
20 — —
10 +— —
0 . . . |
Otakus Beta3 Beta4d Beta5

Time

Machines name

Figure 4-5 calculate each machine's ability
The second experiment will test one machine versus three machines, the
computing time will reduce dramatically or predictability. The test setting is Betab
machines versus Beta3+Beta4+Beta5 and sends 50 calculate pi request. In figure 4-6

you can see three machines is fast than one.

180
160
140 ———
120 ———
100 ——— ———— —

80 ———— —

60 —— — E— Time
40 — ———— —

20 — ———— —

0 . |

One Three

(Sec.)

amountofmachines

Figure 4-6 one machine versus three machines

The third experiment send amount of request to test the portal, in figure 4-7,

although the request is 8 multiplying but the execution time is less than it.
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3500

3000 —

2500 —

2000 —

(Sec.)
1500 —

Time

1000 —

500 —

200 400 800 1600

Service Requests

Figure 4-7 amount of request test
The forth experiment is analysis the service request distributed, you can see the
figure 4-8, the Beta5 machine is fastest so half of service will send to it, the portal do

this load balancing and it looks work perfectly.

1800
1600
1400 —
1200 —

1000 —
(Sec.) Betab

800 —
600 | Betad

400 | Beta3

200 —

0 T T T 1
200 400 800 1600

Service Requests

Figure 4-8 request distributed
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Chapter 5

Conclusions and Future Work

We create a portal, user can use this portal to access grid's resource or Hadoop
resource, and also a service workflow which combines service to complete user's
work, in the future our portal will support semantic analysis to make workflow better.
The paper provided an analysis of use of the SOA paradigm in the context of an
e-health Web-based system.

We design and implementation a SOA web portal. The web portal provides the
services that combine resource broker. The resource broker enables users to submit
job, monitoring grid nodes and viewing patient records, etc. via a SOA web portal. So,
user will be able to take care of their own will be more convenient.

Our future work will focus on handset device APl and the service from hospital.
We hope the patient records can follow user all the time. Whenever the user got sick,
they can be anywhere for medical treatment. If the clinical data is authorization, we
can use these data to statistical to predict the trend of infection disease.

In the future will developing browser based computing, each user can share their
resource use their browser, maybe in the future flash will support gpu hardware s
acceleration that can be used for gpu computing or use web GL to do this. Web
browser computing can run in different device.

About the computing in different platform, our portal can access service in
different platform, in the future we will developing the module separate data and
computing service by type or function, first need to defined data format and different
data converting service, computing part needs to developing a lot of math function or

science function, and use our portal to combine these, finally we have a general

30



computing platform cross platform and has a quality of service.
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