
Tunghai Science Vol. 2: 83−95
July, 2000

83

A New Approach on the Balanced Realization of

Linear Time-Invariant Systems

Huang-Nan Huang∗ Fang-Bo Yeh∗

Abstract

This paper deals with the balanced realization of linear time invariant systems using an one parameter

optimization technique through a variational approach . The Hankel norm is established first. As balanced

coordinate vectors are parallel to Hankel singular vectors, a new algorithm for balanced realization by a

newly defined balanced map is obtained without performing the Cholesky factorization to the controllabil-

ity or observability gramians. A simple example is presented for illustrative purposes.

Keywords: Hankel norm, parameter optimization, variational approach, balancing, LTI system

1 Introduction

The design of a controller for a high-order plant through numerical procedures such as finite-

element methods is usually difficult and expensive. Therefore, to find a suitable approximate

design process for controlling high-order models become a crucial issue. Hankel norm approxi-

mation method is one of the popular approaches for this purpose. Hankel norm model reduction

in state-space as well as frequency-domain approaches have been addressed in many papers, e.g.

[2, 5, 6], [8-9]. The key point of the Hankel approximation is to establish the Hankel norm by di-

lating the system to be all-pass in order to obtain a balanced realization. The idea of the balancing

was first proposed by Moore[7]. Then Glover[3] introduced a theory for the balanced realization

and optimal Hankel approximation of multivariable system, in which the Cholesky factorization of

the controllability gramian is used. In this paper, we define a balanced state map, and develop an

algorithm accordingly for constructing a transformation matrix to perform the balanced realization

without using the Cholesky factorization of controllability or observability functions.
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Firstly, we review the algorithm of Glover[3]. After defining the system’s Hankel operator,

and the controllability and observability functions, the Hankel norm of the system is computed by

solving a minimization problem for the full time domain on the basis of a variational principle.

The separation property at the present time to split the time domain into past and future time

ranges is not involved. The continuity of the Lagrange multiplier at the current time gives the

same relationship between the Hankel singular value and Hankel singular vector in the Hankel

operator approach. Thereafter, we derive the transformation matrix and establish a new algorithm

for the balanced realization. A simple example of performing the balanced realization is presented

for illustrating the new computational algorithm.

2 Background

In this section, we review some basic properties related to the balancing of linear system. Let

G be a stable system governed by a differential equation of the form:

G:
ẋ(t) = Ax(t)+Bu(t), x(0) = x0 (1.a)

y(t) = Cx(t) (1.b)
with t ∈ (−∞,+∞), andA∈Rn×n, B∈Rn×m, andC∈Rm×n are matrices of continuous real value

functions in whichReλi(A) < 0, whereλi(A) is the i-th eigenvalue ofA, andR is the set of all

real numbers.

The triple of matrices(A,B,C) is called a realization of the system. If this system is both

controllable and observable, then the pair(A,B) is controllable and(C,A) is observable. The triple

(A,B,C) is then called minimal realization. It is usually convenient to assume that the systemG

is relaxed in the infinitely remote pass, i.e.,lim
t→−∞

x(t) = 0. Hence, there exists a certain control

functionu∈ L2((−∞,0]) which can drive the system from rest to the current statex0,

x0 =
Z 0

−∞
e−AτBu(τ) dτ (2)

2.1 Hankel operators, Hankel singular values and Hankel norm

Let L2
+ andL2− denoteL2([0,+∞)) andL2((−∞,0]), respectively. The Hankel operatorΓG of the

systemG is defined as

ΓG : L2((−∞,0])→ L2([0,∞)) : u 7→ y

where

y(t)
4
= (ΓGu)(t) = CeAt

Z 0

−∞
e−AτBu(τ) dτ (3)
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Thus, the Hankel operator is an operator that maps the pass control input function onL2− space

into the future output response function onL2
+. The adjoint operator of the Hankel operatorΓ∗G is

defined as

Γ∗G : L2([0,∞))→ L2((−∞,0]) : y 7→ u

and

u(t)
4
= (Γ∗Gy)(t) =

Z ∞

0
BTeAT(−t+τ)CTy(τ) dτ (4)

in which Γ∗G is related toΓG by

< Γ∗Gy,u >L2−
=< y,ΓGu >L2

+
(5)

where< ·, · >H denotes the inner product on Hilbert spaceH which may beL2
+ or L2−, and the

superscriptT denotes transpose of the matrix.

Let (u,v) be a Hilbert Schmidt pair corresponding to the Hankel singular valueσ of ΓG, then

ΓGu = σv, Γ∗Gv = σu (6)

whereu is the left Hankel singular vector, andv is the right Hankel singular vector. The singular

value and vector are computed by using the following lemma:

Lemma 2.1 Suppose that there are two positive matricesP andQ for the system’s controllabil-

ity and observability gramians, respectively, which are the solutions of the following Lyapunov

equations:

AP+PAT +BBT = 0 (7.a)

ATQ+QA+CTC = 0 (7.b)

Then we have

(1) PQx0 = σ2x0, (2) u = σ−2BTe−ATtQx0, (3) v = σ−2CeAtx0.

Proof: By using equations (2), (3) and (4), and knowing thatΓ∗GΓGu = σ2u, we have

Γ∗GΓGu = BTe−ATtQx0 (8)

where

Q =
Z ∞

0
eATτCTCeAτ dτ (9)

is the solution of (7.b). Thus, the left Hankel singular value is

u(t) = σ−2BTe−ATtQx0 (10)

The substitution ofu from (10) into (2) leads to

x0 = σ−2PQx0
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where

P =
Z 0

−∞
e−AτBBTe−ATτ dτ (11)

is the solution of (7.a). Hence

PQx0 = σ2x0 (12)

Similarly, since

ΓGΓ∗Gv = σ2v = CeAtx0

so the right Hankel singular vector has the form

v(t) = σ−2CeAtx0 (13)

2

We remark that for a stable systemG, the matrixPQhasn positive eigenvalues ofσ2 with each

corresponding eigenvectorx0. Hence, the singular values ofPQ areσ1,σ2, . . . ,σn represented in

the order of decreasing magnitude by a diagonal matrixΣ = diag(σ1,σ2, · · · ,σn).

Definition 2.2 TheHankel normof the systemG is defined as

‖G‖H
4
= sup

u∈L2−
u6=0

‖y‖L2
+

‖u‖L2−
(14)

wheresupdenotes the supremum, and

‖u‖L2−
4
=

[Z 0

−∞
u(t)Tu(t) dt

] 1
2

, ‖y‖L2
+

4
=

[Z ∞

0
y(t)Ty(t) dt

] 1
2

2.2 Glover Algorithm for balanced realization

LetT be an invertible matrix such that the new statex̄ is related to the original statexby x̄(t) = T x(t).
Then the systemG becomes

˙̄x(t) = Āx̄(t)+ B̄u(t) (15.a)

y(t) = C̄x̄(t) (15.b)

whereĀ = TAT−1, B̄ = TB andC̄ = CT−1.

The triple(Ā, B̄,C̄) is said to be abalanced realizationif the solutions of the following two

Lyapunov equations:

ĀP̄+ P̄ĀT + B̄B̄T = 0, ĀTQ̄+ Q̄Ā+C̄TC̄ = 0 (16)

satisfy the conditions̄P = Q̄ = Σ.

The Glover algorithm[3] for balanced realization by using the Cholesky factorization ofQ is

summarized as follows:
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(1) ComputeP andQ of the systemG.

(2) Perform Cholesky factorization ofQ to obtainQ
1
2 .

(3) Computeσi andvi such thatσ2
i vi = Q

1
2 PQ

1
2 vi .

(4) Form the matrixV = [v1 v2 · · · vn] which satisfiesVΣ2 = Q
1
2 PQ

1
2V, calculate the

transformation matrixT = Σ−
1
2VTQ

1
2 .

(5) Compute the balanced realization(Ā, B̄,C̄) usingĀ = TAT−1, B̄ = TB, C̄ = CT−1.

Similar procedures usingP instead ofQ can be found in Green and Limebeer [4].

3 Main Results

We firstly compute the Hankel norm using an one parameter optimization technique via a

variational approach. Then, we establish a new algorithm to perform the balancing for the system

G.

3.1 Hankel norm computation via variational approach

Let the collection of allu∈ L2− satisfying (2) be denoted byU0 such that

U0 =
{

u∈ L2
−

∣∣∣∣
Z 0

−∞
e−AtBu(t)dt = x0

}

Since for a controllable and observable systemG, the Hankel norm defined by Definition 2.2 can

be re-expressed as

‖G‖H = sup
x0∈Rn

µ(x0) (1)

where

µ(x0) = max
u∈U0

‖y‖L2
+

‖u‖L2−
(2)

The value of‖G‖H can be computed according to equations (1) and (2).

For a givenx0, supposeγ is an upper bound ofµ(x0), then

µ2(x0)≤ γ2 if and only if ‖y‖2
L2

+
− γ2‖u‖2

L2−
≤ 0 ∀ u∈U0

Let γ∗ be the maximal value ofµ(x0), then there exists an optimal output functiony∗ and control

input functionu∗ such that

γ2
∗ = µ2(x0) =

‖y∗‖2
L2

+

‖u∗‖2
L2−

(3)
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Therefore, the computation ofµ(x0) is equivalent to solve a minimal energy problem:

min
u∈U0

{
γ2∗
2

Z 0

−∞
uT(t)u(t)dt− 1

2

Z ∞

0
y(t)Ty(t)dt

}
= 0 (4)

which can be solved by a variational method.

Let the Hamiltonian function be

H(x,u,λ) =

{
γ2∗
2 uTu+λT(Ax+Bu) if t ∈ (−∞,0]

λT(Ax)− 1
2xTCTCx if t ∈ [0,∞)

(5)

whereλ(t) is the vectors of the Lagrange multipliers which must be continuous and satisfy the

conditionsλ(−∞) = λ(∞) = 0. The sufficient condition for this minimal energy problem given in

[1] requires that the following matrix
[

∂2H
∂u2

∂2H
∂u∂x

∂2H
∂x∂u

∂2H
∂x2

]

be semipositive along the optimal trajectory(x∗(t),u∗(t),λ∗(t)), which is automatically satisfied

here. Since
dH
dt

=
∂H
∂t

+
∂H
∂x

ẋ+
∂H
∂u

u̇+
∂H
∂λ

λ̇ = 0 (6)

along the optimal trajectory, hence

H(x∗,u∗,λ∗) = H(x∗(−∞),u∗(−∞),λ∗(−∞)) = H(x∗(∞),u∗(∞),λ∗(∞)) = 0. (7)

The necessary condition for this extremal problem is as follows:

(1) t ∈ (−∞,0]: Since∂H
∂u = 0 leads toγ2∗u+BTλ = 0. The optimal control inputu∗ becomes

u∗ =−BTλ∗/γ2
∗. (8)

The corresponding adjoint equation isλ̇∗ =− ∂H
∂x =−ATλ∗. Hence

λ∗(t) = e−ATtλ∗(0) (9)

which satisfies the requirementλ∗(−∞) = 0 andλ∗(0) is a constant to be determined. Sub-

stitution of equation (9) into equation (8) yieldsu∗(t) =− 1
γ2∗

BTe−ATtλ∗(0). By equation (2),

it finally follows that

x0 =
Z 0

−∞
e−AτB(− 1

γ2∗
BTe−ATτλ∗(0))dτ

= − 1
γ2∗

[Z 0

−∞
e−AτBBTe−ATτdτ

]
λ∗(0) = − 1

γ2∗
Pλ∗(0) (10)

whereP is given in equation (11). Thus the costate vector at current time isλ∗(0) =
−γ2∗P−1x0 and the minimal control law becomes

u∗(t) = BTe−ATtP−1x0 (11)
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(2) t ∈ ([0,∞): Since there is no control on the input of the system, the optimal control law is

u∗(t) = 0. The solution of the state equation isx∗(t) = eAtx0, and the output is

y∗(t) = CeAtx0 (12)

The corresponding adjoint equation is

λ̇∗ =−∂H
∂x

=−ATλ∗+CTCx∗ (13)

Integration of equation (13) leads to

λ∗(t) = e−ATt
[

λ∗(0)+
Z t

0
eATτCTCx∗(τ) dτ

]
= e−ATt

[
λ∗(0)+

Z t

0
eATτCTCeAτ dτx0

]

Sinceλ∗(∞) = 0, we must have

λ∗(0)+
Z ∞

0
eATτCTCeAτ dτx0 ≡ 0

or equivalently

λ∗(0) =−Qx0 (14)

By equations (10) and (14), we have

γ2
∗P
−1x0 = Qx0 (15)

which is the continuity condition of the costate vectorλ∗(t) at t = 0. Furthermore, equation (15)

is equivalent toPQx0 = γ2∗x0. By theLemma 2.1, theγ∗ is the Hankel singular value of the system.

And, the vectorsu∗ and y∗ given in (11) and (12) are parallel to the Hankel singular vectors.

Therefore, we can compute the Hankel singular values and the associated Hankel singular vectors.

The present idea provides a new way to compute the Hankel norm for more complicated nonlinear

systems or certain type of linear systems with input/feedthrough delays.

The minimum energy required foru∈U0 to transfer the statex(t) from x(−∞) = 0 to x(0) = x0

is given by

‖u‖2
L2−

=
Z 0

−∞
u∗(t)Tu∗(t)dt =

Z 0

−∞
xT

0P−1e−AtBBTe−ATtP−1x0 dt = xT
0P−1x0 (16)

And, the free output response energy is

‖y‖2
L2

+
=
Z ∞

0
y∗(t)Ty∗(t)dt =

Z ∞

0
xT

0eATtCTCeAtx0 dt = xT
0Qx0 (17)

Substitution of equations (16) and (17) into equation (3) givesµ2(x0) = xT
0Qx0/xT

0P−1x0. There-

fore, from equation (1) the Hankel norm‖G‖H is computed as

‖G‖2
H = sup

x0∈Rn
µ2(x0) = sup

x0∈Rn

xT
0σ2

i P−1x0

xT
0P−1x0

= sup
x0∈Rn

σ2
i
xT

0P−1x0

xT
0P−1x0

= max
i

σ2
i = σ2

1

wherex0 is chosen to be thei-th eigenvector of the matrixPQ. Sinceσ1 is the maximal singular

value of the matrixPQ, thus the Hankel norm of linear systemG is equal to the largest Hankel

singular value, i.e.‖G‖H = σmax(PQ).
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3.2 Balanced realization

Let `i ∈ Rn be the eigenvector ofPQ corresponding toσi , i.e. σ2
i `i = PQ`i and `T

i P−1`i = 1.

DefiningL = [ `1 `2 · · · `n ] ∈ Rn×n, we have the following lemma:

Lemma 3.1 The following identities hold:

(1) LTP−1L = I , (2) L−1PL−T = I , (3) LΣ2 = PQL, (4) LTQL = Σ2

whereI denotes ann×n identity matrix.

Proof: By using the definition ofL, these identities can be verified directly. 2

Since{`i}n
1 forms a basis forRn, we can express the statex0 in terms of this basis as

x0 = [x01 x02· · ·x0n]T = α1`1 +α2`2 + · · ·+αn`n = Lα

with scalarαi for i ranging from1 to n. After some algebraic operations, we obtainxT
0P−1x0 =

αTLTP−1Lα = αTα andxT
0Qx0 = αTLTQLα = αTΣ2α. Suppose that the triple(Ā, B̄,C̄) is the bal-

anced realization of the systemG, andx̄(t) is the corresponding balanced state which is partitioned

as

x̄ = [ x̄1 x̄2 · · · x̄n ]T

then by satisfying equation (16), we must havex̄(0)TP̄−1x̄(0) = x̄(0)TΣ−1x̄(0) andx̄(0)TQ̄x̄(0) =
x̄(0)TΣx̄(0). It follows that

x̄(0) = Σ
1
2 α = Σ

1
2 L−1x0 (18)

with corresponding components̄xi(0) =
√

σiαi . And, we obtain

x0 = x̄(0)1
`1√
σ1

+ x̄(0)2
`2√
σ2

+ · · ·+ x̄(0)n
`n√
σn

Therefore, the basis of the balanced representation is given by{`i/
√

σi}n
1, which is parallel to

the basis{`i}n
1. This shows that the unit base vector of the balanced realization is parallel to the

Hankel singular vector. Hence, we can define the balanced map for the systemG as

Definition 3.2 The state transformation matrixT is a balanced mapif it satisfiesT`i/
√

σi =
ei , i = 1,2, . . . ,n whereei = [δi1, · · · ,δin]T is the i-th vector of the canonical basis ofRn and

δi j is the Kronecker delta. The stateTx is thebalanced stateand its corresponding realization

(TAT−1, TB, CT−1) is thebalanced realization.

We can perform the balanced realization of the systemG by using the following theorem:
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Theorem 3.3 Suppose the systemG is stable, controllable and observable, and(A,B,C) is min-

imal, but is not a balanced realization, then(Ā, B̄,C̄) = (TAT−1, TB, CT−1) is a balanced real-

ization with

T = Σ
1
2 L−1 (19)

And, the corresponding controllability and observability gramians are diagonal i.e.P̄ = Q̄ = Σ.

Proof: Since [
T

`1√
σ1

T
`2√
σ2

· · · T
`n√
σn

]
= T

[
`1√
σ1

`2√
σ2

· · · `n√
σn

]

= Σ
1
2 L−1 [`1 `2 · · · `n]Σ−

1
2 = I (20)

it follows that T`i/
√

σi = ei . Hence, byDefinition 3.2, the matrixT is a balanced map,̄x is a

balanced state and(Ā, B̄,C̄) is the balanced representation. SubstitutingĀ = TAT−1, B̄ = TB and

C̄ = CT−1 into equation (16), we have

TAT−1P̄+ P̄T−TATTT +TBBTTT = 0 (21.a)

T−TATTTQ̄+ Q̄TAT−1 +T−TCTCT−1 = 0. (21.b)

The multiplication of equation (6) by certain functions ofT gives

TAPTT +TPATTT +TBBTTT = 0 (22.a)

T−TATQT−1 +T−TQAT−1 +T−TCTCT−1 = 0. (22.b)

from which we obtainP̄ = TPTT andQ̄ = T−TQT−1. Using the identities given inLemma 3.1,

we have

P̄ = Σ
1
2 L−1PL−TΣ

1
2 = Σ and Q̄ = Σ−

1
2 LTQLΣ−

1
2 = Σ. (23)

2

It is noted that the idea presented inDefinition 3.2andTheorem 3.3can be extended to quali-

tatively discuss the balancing of the linear time-invariant system in behavioral approach.

The new computation algorithm developed in the present study for a balanced realization is

summarized as follows:

The New Algorithm:

(1) ComputeP andQ of the systemG.

(2) Computeσi andvi such thatσ2
i vi = PQvi .

(3) Determine the eigenvectors`i which satisfy the requirement`T
i P−1`i = 1 from

`i =
vi√

vT
i P−1vi

.
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(4) Form the matricesΣ andL, calculate the transformation matrixT asT = Σ
1
2 L−1.

(5) The balanced realization(Ā, B̄,C̄) is determined with̄A = TAT−1, B̄ = TB andC̄ = CT−1.

The advantage of the present new algorithm over Glover Algorithm [3] is that there is no need to

perform the Cholesky factorization for the matrixQ in order to obtain the balanced realization.

The matrixL here is equal toQ
1
2VΣ as in the Glover Algorithm.

4 A Numerical Example

An example for the following simple dynamical system is considered:

ẋ =

[
0 1

−2 −3

]
x+

[
0

1

]
u (1.a)

y =
[

1 0
]

x (1.b)

Comparing with the standard form of equation (1), the matrices

A =

[
0 1

−2 −3

]
, B =

[
0

1

]
, C =

[
1 0

]
(2)

Substituting equation (2) into equations (7.a) and (7.b), the controllability gramianP and observ-

ability gramianQ are obtained as follows:

P =

[
1
12 0

0 1
6

]
, Q =

[
11
12

1
4

1
4

1
12

]

By Lemma 2.1, the Hankel singular values,σi , and the corresponding Hankel singular vectors,`i

satisfying the conditionsσ2
i `i = PQ`i , and`T

i P−1`i = 1 are found to be

σ1 = 0.296796, σ2 = 0.0467961, `1 =

[
0.268298

0.150663

]
, `2 =

[
−0.106535

0.379430

]

Hence, by the present new Algorithm

L =

[
0.268298 −0.106535

0.1507663 0.379430

]
, Σ =

[
0.296796 0

0 0.0467961

]

The transformation matrixT given by (19) becomes

T = Σ
1
2 L−1 =

[
−1.75399 0.492479

−0.276553 0.492479

]
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Sincex̄ = Tx, the new realization of the triple(Ā, B̄,C̄) with Ā = TAT−1,B̄ = TB, andC̄ = CT−1

are found to be

Ā =

[
−0.40859 0.97142

−0.97143 −2.59141

]
, B̄ =

[
0.492479

0.492479

]
, C̄ =

[
0.492479 −0.492479

]

After substituting the matrices̄A, B̄, andC̄ into equations (7.a) and (7.b), we obtain

P̄ = Q̄ = Σ

[
0.296796 0

0 0.0467961

]

Thus, the triple(Ā, B̄,C̄) is a balanced representation. As a result, the balanced state equations

become

˙̄x =

[
−0.40859 0.97142

−0.97143 −2.59141

]
x̄+

[
0.492479

0.492479

]
u

y =
[

0.492479 −0.492479
]

x̄

5 Conclusions

A new algorithm for performing balanced realization of linear time-invariant systems has been

established. Firstly, we have developed the Hankel norm for computational purpose as a minimal

energy problem. A Hamiltonian function defined by the past control input function and future

output response is used for solving the problem. The continuity condition of the Lagrange mul-

tiplier at the current time leads to the same relationship between the Hankel singular values and

Hankel singular vectors as the result arrived on the basis of the Hankel operator. Consequently, the

Hankel norm of the system is solved as an one parameter optimization problem. Thereafter, the

balancing process is discussed previously. A new algorithm for performing balanced realization

without using the Cholesky factorization of the controllability or observability gramians has been

established. The simplification of the present algorithm over the existing Glover algorithm is made

because of the fact that the bases of the balanced coordinate are found to be parallel to the Hankel

singular vectors. The present approach can be extended without much difficulty to nonlinear and

delay systems while it is difficult to derive an explicit form using the Hankel operator.
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