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English Abstract

PACS (Picture Archiving and Communication System) is a system for archiving, retrieving,
communicating and displaying medical images. The purpose of PACS is to acquire medical
images from medical systems, store them in digital formats, and transmit them to remote users
through networks for diagnostic usages. Furthermore, PACS can be sharing platforms for
various images. As the development of software and computing technologies, PACS is
promising to assist doctors in medical diagnoses, instruction and researches. The success of
PACS depends on not only powerful hardware, but also advanced software utilities and
operating procedures. By means of the developed grid computing technologies, resources of
virtual organizations located in different places can be managed and dispatched. Moreover, the



salient features of fault-tolerance and high availability of data grid can satisfy various kinds
computing and storage requirements in medical applications. We propose a three-year project to
design and implement Smart Broker Centric and adaptive replica management components in
co-allocation data grid environments. By means of introducing Open Source PACS solutions
based on specially designed grid modules, we plan to verify the feasibility of using grid
technologies to support PACS. In addition, the contributions will include promoting the
advantages of PACS, improving the sharing performance of PACS image replica and a
cost-effective PACS solution.

In the first year, we design and implement the prototype, including all components of the
platforms. The architecture is composed of five layers: Application, Smart Broker, Cyber
Abstraction, Grid Middleware and Fabric. The higher layers are user-centric, and use Smart
Broker as the core of the architecture. The bottom layers focus on resource integration, and use
Cyber Abstraction to describe the interconnection of the top layers and the bottom layers. Also,
a grid knowledge management (GKM) model is designed to facilitate the parameter input of all
components. Some research results are published in APSCCO08, ICPADS08 and JNCA.

In the second year, we plan to integrate components of all layers by using Globus ToolKit,
Cloud Computing and Cross-CA technologies, in order to improve the computing performance
and resource utilization. The implemented Co-Allocator component can provide corresponding
resources by Resource Management System (RMS), and support grid context-awareness by
GKM. Data grid consists of scattered computing and storage resources located in different regions
yet accessible to users. Co-allocation architectures can be used to enable parallel transfers of data
file from multiple replicas in data grids which are stored at different grid sites. Schemes based on
co-allocation models have been proposed and used to exploit the different transfer rates among
various client-server network links and to adapt to dynamic rate fluctuations by dividing data into
fragments. In this report, the TCP Bandwidth Estimation Model (TCPBEM) is used to evaluate
dynamic link states by detecting TCP throughputs and packet lost rates between grid nodes. We
integrated the model into ARAM, calling the result the anticipative recursively adjusting mechanism
plus (ARAMH+); it can be more reliable and reasonable than its predecessor. We also designed a
Burst Mode (BM) that increases ARAM+ transfer rates. This approach not only adapts to the worst
network links, but also speeds up overall performance. Taking Open Source PACS for examples,
we plan to conduct experiments on functionality and compatibility of the prototype.

In the last year, we will plan to refine the components and the application according to the
experimental results. Also, the proposed system will be compared with a real-world PACS of
hospitals in terms of overall performance.

Keywords: Grid Computing, Data Grid, Medical Grid, PACS, Co-allocation
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Abstract: Recently, Grid computing is more and more widespread. Therefore, there exists
a common issue, i.e., how to manage and monitor numerous resources of grid computing
environments. Mostly, we use Ganglia and Network Weather Service (NWS) to monitor
machines’ status and network-related information, respectively. But, information provided
by Ganglia and NWS is not sufficient in some scenarios owing to varied user requirements.
Therefore, we propose a heuristic Quality of Service (QoS) measurement constructed with
domain-based information model that provides more effective information to meet user
requirements. Furthermore, we expect that users could manage and monitor numerous resources
of grid environments more effectively and efficiently.
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1 Introduction

As we known, Grid computing is increasingly used by
organisations to achieve high-performance computing and
heterogeneous resources sharing. All tasks executed in grid
environments will be influenced by network status owing
to complicated and numerous communications between
computing resources (Krauter et al., 2002; Krefting et al.,
2008). While we design algorithms for specific usages or
assign tasks into grid environments, we will evaluate the
influence of network-bandwidth-related information
and then adjust algorithms to match up real-time state
of network. The best-case scenario is that our grid
environments have some mechanism to provide network
state automatically. And then our applications or web
service agents could achieve higher performance owing to
dynamic  parameters  adjustment and  algorithms
optimisation.

While grid computing becomes widespread gradually,
it brings about a common issue, i.e., how to manage
and monitor numerous resources of grid computing
environments. Mostly, we use Ganglia and NWS to monitor
machines’ status and network-related information,
respectively. But, information provided by Ganglia and
NWS is not sufficient in some scenarios owing to varied
user requirements.

According to the mechanism that we designed earlier,
we could retrieve both real-time and historical network
information in real-time manner; even advanced
customisation for special purpose is available. With the
customised shell scripts that we wrote for NWS service,
we could easily and quickly deploy NWS service to grid
nodes and fetch network-related information automatically
and regularly. And with the database we built, we could
obtain both historical information and some statistics from
our grid computing environments. Statistics is indeed
helpful in many fields, for example, job dispatching or
replicas selection.

Maybe the mechanism that we designed earlier is
helpful in most conditions, but it will not work efficiently
if grid environment changed frequently. We found some
inconveniences resulting from the technique that NWS
adopted make this mechanism inefficient. The service
provided by NWS will be affected if grid environment
changed and we have to re-deploy NWS service manually
and frequently. For network management, ‘manual’ is
equivalent to ‘inefficiency’.

A typical example is illustrated in Figure 1. If we have
registered an NWS clique into for grid nodes Al, A2,
A3 and A4 and the header is node Al, i.e., node Al
has stored network measurements between these nodes.
While hardware failure occurs to node Al, or node Al has
just forced to reboot owing to software updating operations,
the NWS clique fails, too. Network administrators have to
restart clique manually again and again. Besides, we would
not be notified if any nodes fail by default. Therefore,
we lead in a Network Management System (NMS) using
Simple Network Management Protocol (SNMP) technique
to co-work with NWS service to resolve this issue.

Figure 1 A typical NWS clique deployment in grid nodes
(see online version for colours)
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In this paper, we propose a heuristic QoS measurement
constructed with domain-based information model that
provides more effective information to meet user
requirements. Furthermore, we hope that users could
manage and monitor numerous resources of grid
environments more effectively and efficiently.

2 Backgrounds
2.1 Machine information provider

The Ganglia (http://ganglia.info/) is an open-source project
grew out of the University of California, Berkeley’s
Millennium initiative. This project was a scalable
distributed system for monitoring status of nodes (processor
collections) in wide-area systems based on Grid or clusters.
It adopts a hierarchical, tree-like communication structure
among its components to accommodate information from
large arbitrary collections of multiple Grid or clusters.
The information collected by the Ganglia monitor includes
hardware and system information, such as processor type,
CPU load, memory usage, disk usage, operating system
information, and other static/dynamic scheduler-specific
details. It also provides a web portal for users to observe all
machines via web interface. Our grid environments are
currently overseen by the Ganglia (as shown in Figures 2
and 3).

Figure 2 Multi-grid resource broker with Ganglia web portal
(see online version for colours)
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Figure 3 Multi-grid has integrated clusters and grids
environments into a single Ganglia web portal
(see online version for colours)
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As shown in Figure 3, we could oversee several clusters
or grids environments via web portal provided by Ganglia.

2.2 Network information provider

The NWS (http://nws.cs.ucsb.edu/ewiki/) (Wolski et al.,
1999) is a distributed system that detects computational
resource and network status by periodic monitors and
dynamic forecasts over a given time interval. The service
operates a distributed set of performance sensors (network
monitors, CPU monitors, etc.) from which it gathers system
condition information. It then uses numerical models to
generate forecasts of what the conditions will be for a given
time period. The NWS system includes sensors for
end-to-end TCP/IP performance (bandwidth and latency),
available CPU percentage and available non-paged memory.
The sensor interface, however, allows new internal sensors
to be configured into the system. Some functions provided
by NWS have overlapped with Ganglia; therefore, we
primarily use NWS for end-to-end TCP/IP measurements.
As Wolski et al. (1999) mentioned, NWS was designed
to maximise four possible conflicting functional
characteristics. It must meet these goals despite the highly
dynamic execution environment and evolving software
infrastructure provided by shared meta-computing systems.

e predictive accuracy
® non-intrusiveness

e execution longevity
e ubiquity.

So, we choose NWS as primary tool for end-to-end TCP/IP
measurements and we have excellent work in previous
project. Except Ganglia, we also successfully deployed
NWS service into our clusters and grids environments and
then monitor network status via integrated web portal
(as shown in Figures 4 and 5).

Figure 4 NWS service integrated with Ganglia web portal
(see online version for colours)
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Figure 5 Network statistics produced by NWS measurements
demonstrated in web portal (see online version for
colours)
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2.3 Quality of Service

Quality of Service is the ability to provide different service
priority to different applications, users, or data flows, or to
guarantee a certain level of performance to a data flow.
It was widespread adopted in the field of computing
networking, and we use it as a quality measurement of grid
environments.

Quality of Service sometimes refers to the level
of QoS, i.e., the guaranteed service quality. High QoS
is an expectable crucial factor of highly reliable and
high-performance grid environments.

Some characteristics, like ‘Availability’, ‘Accessibility’
or ‘Maintainability’, will also influence user experiences
about the services provided by our system or services.
To meet user requirements in diverse scenarios with
sufficient quality, we are expected to have the ability to
evaluate our performance in advance or in real-time manner.
If not, how could we guarantee a certain level of QoS?
Some researchers have proposed network performance
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evaluation model (Que et al., 2008) to aided network
administrators to effectively analyse network performance
and then adjust network devices properly. For us,
we investigate how to propose a heuristic QoS measurement
that could provide wvarious, specific combinations of
information from our grid environments.

2.4 Network management system

In our previous project, we have constructed a web portal
composed of Ganglia and NWS service for overseeing grid
environments. As time goes on, we find that it is inefficient
to manage these resources passively. We had better made
use of NMS, which could help us to manage and monitor
numerous resources of grid environments actively. NMS is
a combination of hardware and software used to monitor
and administer a network. The primary communication
mechanism between NMS and network devices and
grid nodes is based on SNMP. Then, we chose NINO
(http://nino.sourceforge.net/nino/index.html) as shown in
Figure 6 for ourgrid computing environments before long.
NINO is not the most powerful NMS, but we choose it
owing to some proper features to for our need.

For device and network discovery:
e Network discovery: NINO is able to discover network.

e [P address or default gateway and an optional alternate
community string, and NINO will scan all devices and
store it in the database. NINO uses the routing table
of each router to scan the network.

e Scan IP range: NINO is able to scan network for
SNMP capable devices. Just enter a range, start [P
address, end IP address and an optional alternate
community string, and NINO will scan all devices
and store it in the database.

e Network info: NINO is also able to look inside
a router, find routing tables and scan all attached
networks. All network info per device will be stored
into the database. In the device view, also the current
routing table can be displayed, showing routing
protocol, age, next hop, metric, etc.

For monitoring:

e Monitoring: NINO can monitor servers, routers,
switches and applications.

e Events: NINO can send and receive SNMP traps.
Traps are stored in the event log. Event actions can be
defined to send e-mail alerts, escalation traps or
command line scripts. NINO also has a trap-forwarding
functionality to integrate NINO into larger networks.
Traps can be forwarded per event or using source filters
(i.e., forward all traps coming from: 10.1.1.%).

e Monitoring presets and preset groups: NINO uses
monitoring presets to monitor devices. Presets can be
stored in a preset group, i.e., all Windows presets
(CPU, Disk, memory, network statistics) are grouped

in a Windows preset group. Monitoring presets can use
SNMP, WMI or Service Response to monitor a device.
It is possible to create customised monitoring presets.
Default presets are available for Cisco routers or
switches, Windows, Linux and hosts using the standard
Host Resources MIB.

For administration and diagnostics:

e  Database: Browse SQL table content and edit rows.
The import/export utility can be used to import/export
SQL tables from/to a tab-delimited file.

After evaluation, we believe that we could integrate
NINO with our previous work and help us to manage grid
environments more actively. Meanwhile, we are working
on integration of Ganglia, NWS and NINO.

Figure 6 NINO’s screenshot — the device browser, with severity
status, monitoring drill down and plug-ins (see online
version for colours)
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3 Heuristic QoS measurement

In our previous project, we have built an integrated grid
environment including a web portal composed of Ganglia
and NWS service. Afterwards, we start another project
about Picture Archive and Communication System (PACS)
(Yang et al.,, 2008a) and most experiments were done
in the same platform. The primary mission in this project
is to exchange medical images efficiently with specific
application developed by our team. The application, named
‘Cyber’ (Yang et al., 2008b), has successfully integrated
eight algorithms. For exchanging medical images efficiently
with these algorithms integrated in Cyber, we have to
configure a lot of parameters before tasks submitted.
Unfortunately, we have no idea what is best combination
of parameters we should take in advance. Therefore,
we adopt “try and error method” unavoidably. But, it is
definitely not practical for most conditions. For this
reason, we expect to establish an automation of parameters



A heuristic QoS measurement with domain-based network information model 239

self-optimisation. To guarantee a degree of QoS, we regard
user requirements as constraints of tasks. With these
constraints and heuristic QoS measurements we proposed
in this paper, we could provide more QoS to meet user
requirements.

3.1 Domain-based network information model

In this paper, we adopt Domain-based Network Information
Model (Yang et al., 2005, 2007a, 2007b) for NWS services
deployment. The Domain-based Network Information
Model is designed for solving a complete point-to-point
bandwidth measurement problem. After investigating
by experiments in physical environments, we can be sure
that Domain-based Network Information Model is helpful
for reducing network measurements. The measurement
model and design of Domain-based Network Information
Model are shown as Figures 7 and 8.

Figure 7 The domain-based network measurement model
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Figure 8 The design of domain-based network information
model (see online version for colours)
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For example, assume a Grid with » nodes. Each node
measures the links between itself and all other nodes every
T seconds (e.g., 7= 1~3 s) for a total of NMN (n) network
measurements.

NMN(n)=nx (n-1). (1

In large-scale Grid environments, the number of network
measurements grows quickly. UniGrid and TigerGrid with,
respectively, 96 and 46 nodes generate NMN(96) = 9120
and NMN(46) = 2070 measurements. Thus, network traffic
will be very heavy, particularly when underlying Grid
intra-traffic is originally busy.

Our previous work (Yang et al.,, 2007c) used the
domain-based network information model shown in
Figure 9. Figure 10 shows four sites, each containing
four nodes. The sites each have a head node, e.g., Al, BI,
C1 and DI, are, respectively, the head nodes of sites
A, B, C and D. Each head node in this model periodically
measures the links between itself and the other three
head nodes. Each head node also periodically measures
the links between itself and all other nodes in its site.
Hence, using the domain-based network information
model, the measurement number will be dramatically
reduced to

NMS(n, [1,]) = NMN(n) + > NMN(#,) )

where n; is the total number of nodes in site i. In UniGrid
and TigerGrid, the numbers of network measurements will
be decreased to NMS(31, [4, 8, 8,5,8,5,7,2,1,1,3, 1, 4,
1,3,1,1,4,8,1,1,1,1,2,2,1,4,1, 2,4, 1]) = 1316 and

NMS(12, [4, 4, 4, 4, 8, 2, 3, 4, 4, 4, 4, 1])=292,
respectively. The reduction rate R is defined as:
_ NMN(n) — NMS(n, [1;]) 3)

NMN(n)

Compared with NMN(96) and NMN(46), the Rs are 86.01%
and 85.94%, respectively, which shows the obvious
efficiency of the model.

Figure 9 Previous design of domain-based network information
model (see online version for colours)
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Even though this model can eliminate huge amounts
of measurement effort and bandwidth use, it lacks network
information between pairs of nodes belonging to different
sites (unless both are borders). For example, the link (target)
between nodes A2 and Bl shown in Figure 7 is not
measured.

In this model, it reduces a large number of connections,
but it lacks network information of nodes except head nodes
in two different sites. This model carries out an estimation
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model that provides network information of nodes in two
different sites, but one of the two nodes should be a head
node of site. For example, the link between Node A2
and B1 is not performed in this model, which is shown in
Figure 3.

The Domain-based Network Information Model reduced
the number of bandwidth measurement between all Grid
Nodes, but it lacks network information between two Nodes
other than the head Node located in two different sites other
than the head Node. For example, the bandwidth
measurement between Nodes A2 and B3 is not performed in
this model.

We further enhanced the static model by improving
the switching mechanism in the dynamic domain-based
network information model. Figure 10 shows an example.
The principal improvement is switching the site head node
to the next free node. For example, when node Al is busy,
the next free node, node A2, becomes the head node of site
A, and measures the bandwidth between itself and nodes
B3, C2 and D4, if they are the respective free nodes in sites
B, C and D. The purpose is to avoid having a busy node still
act as a border, which would decrease system performance.
There are three obvious advantages in using this model.

e first, the number of bandwidth measurements is the
same as that for a static model; the measurement
time complexity is not worsened

e second, bandwidth measurements between pairs
of arbitrary nodes belonging to different sites are
easily obtained

e finally, network bandwidth measurements obtain
real values instead of estimated values, thus enabling
the Resource Broker to effectively schedule jobs
allocated to multiple sites.

If we could dynamically change each header of all Grid
Nodes, we could obtain the advantages described earlier.
There is an issue derived from this requirement
consequently, i.e., how to choose headers dynamically
instead of manual operation. Hence, we regard Heuristic
QoS Measurement as a solution for this issue. After
integration with NINO, we expect to attain this goal as soon
as possible.

Figure 10 The design of domain-based network information
model (see online version for colours)
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3.2 NWS deployment and flowchart

While deploying NWS services, we paid attention to
try to get rid of intruding existed services on each
grid nodes. In most cases, we deploy only one nameserver
and multiple sensors on each computing resources.
Besides, arbitrary ‘Persistence State’ may be set up in
different locations. In this paper, we simply designate one
nameserver, one memory server and one clique for a group
of grid nodes.

We regard several grid nodes as a group, and each group
has a header to deploy nameserver and memoryserver.
A simple NWS services deployment procedure that we used
is divided into three steps:

e clean all NWS process
e load NWS services
e register NWS clique.

And the standard procedure we wrote in shell scripts is
shown as Figure 11. Owing to the non-intrusiveness
characteristic of NWS, these shell scripts we wrote could be
executed without root privilege.

Figure 12 has shown a simple flowchart we used.
In this paper, we have edited crontab to schedule some
routines for loading NWS information into database
automatically and backing up raw data as plain text files
locally.

Figure 11 Procedure of NWS services deployment
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Figure 12 The flowchart of gathering network information
(see online version for colours)
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While routines that we scheduled in crontab are invoked,
customised shell scripts that we wrote are executed.
The first step of the shell script is to get host groups from
database for NWS information gathering. Each host group is
pre-defined in database and will be assigned a clique for
measuring network status. After the clique is created,
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it will measure network information in an equal time
interval, for example, 30 s. Then, the script will extract
bandwidth and latency from NWS clique, respectively.
If successes, it will load bandwidth and latency information
into database.

The second routine that we defined to keep raw data as
plain text files locally is designed for future use. Currently,
it just provides a different storage than database to keep raw
information of NWS services.

3.3 Heuristic approach

Statistics is helpful in many fields, especially for prediction.
In this paper, we gathered historical network information of
grid environments and stored it into database. Applications
could simply query database for network statistics with
aggregative functions provided by RDBMS, like Max (),
Min (), AVG () and so on. After analysing these statistics,
applications can dynamically adjust their parameters about
network for better performance without sending request
to estimate network status between all grid nodes in
real-time manner.

Besides, we have planned an innovative method
to obtain real-time network state that worked with
Dynamic Domain-based Network Information Model,
i.e., dynamically deploying clique into dedicated node,
measuring network state, and then reporting results to
database, users, or applications. The enhanced version of
shell scripts that support Dynamic Domain-based Network
Information Model is currently under development.

We have designed a simple model for integration
of Ganglia, NWS and NINO (as shown in Figure 13).
Ganglia and NINO provide UI for users to manage and
monitor grid environments. NWS and Ganglia collect
related information from hosts and network regularly.
And ‘Smart Broker’ provides parameters to applications
like Cyber.

Figure 13 Integration of Ganglia, NWS and NINO
(see online version for colours)
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Smart Broker is the key component for QoS measurement.
Original version of Cyber provides users an interface for
tuning up parameters, which is shown as Figure 14. Smart
Broker will help us to achieve automation of parameters
self-optimisation in diverse scenarios. Smart Broker works
as evaluation layer between applications and information
collection layer. We have pre-defined four task types that
perform QoS measurement in various ways.

e download
upload

e computational

e  hybrid.

For example, Cyber is a typical application for ‘Download’
tasks. The QoS measurement we designed is to calculate the
formula as follows:

E(QoS)= arx RM +(1— ) x HM. (4)

E(QoS) is expected value of QoS and RM is real-time
bandwidth measurement between nodes. HM is historical
statistics. ¢ is the constant between real-time measurement
and historical statistics. In the initial stage, we may set & to
0.5. With more and more tasks submitted, Smart Broker will
adjust a dynamically. ¢ is not always the same in different
grid environments. We just try to use « to predict QoS in
diverse grid environments more effectively.

Figure 14 Strategy selection — Ul provided by Cyber
for parameters input (see online version for colours)
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4 Experimental environment and results

To verify the architect we proposed in the initial stage,
we do not deploy NWS services and RDBMS onto physical
environments. And we have built our test bed on virtualised
environments instead. We have created four virtual
machines and then installed Fedora 9 as default operation
system. After deploying NWS services with customised
scripts we wrote, we also built an open-source database
for experiment. In this paper, we chose MySql as default
RDBMS. Figure 15 shown here lists our experimental grid
nodes in the initial stage.
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Figure 15 Experimental grid nodes’ information (see online
version for colours)
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Figures 16 and 17 shown here demonstrate raw data and
bandwidth information that we gathered with NWS services
and loaded into database with our customised scripts.
In this paper, we schedule a routine to extract and load
network information into database every 5 min. Owing to
Domain-based Network Information Model, overheads
of measurement have been highly reduced and it would not
take lots of time to load data into databases.

Figure 16 Raw data gathered from NWS services (see online
version for colours)
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Figure 17 Bandwidth information between grid nodes
(see online version for colours)
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Figures 18 and 19 shown here demonstrate a simple web
portal prototype for users to query bandwidth between host
pairs and rank of grid nodes. Certainly, we could also

provide more functions for variety of purposes.
For example, a formula given by the MSRA Algorithm
(Yang and Chen, 2008) to compute total performance power
of the site or site pair is shown as follows:

TP = fxY.CP+(1- f)x NP )

where CP is the computing performance power of site of
site pair, NP is the network performance power of a set
of links that among sites in a site pair, and /3 is the effect
ratio used to regulate the percentage of CP and NP. If NP is
estimated imprecisely, 7P will be computed imprecisely,
too. To provide more accurate network information, we pay
close attention to both historical and dynamic network
information.

Figure 18 Web portal prototype for users to query bandwidth
between grid nodes (see online version for colours)
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Figure 19 Grid nodes bandwidth rank (see online version
for colours)
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Historical network information is available with
current work and dynamical network information
measurement via web portal is under development. We are
dedicated to rewrite a couple of shell scripts to
measure network information dynamically without
root privilege of grid nodes.



A heuristic QoS measurement with domain-based network information model 243

5 Conclusions and future work

In this paper, we use Domain-based Network Information
Model for experiments, but it is not a proper model for
dynamic grid environments. If any grid nodes that cause
hardware failure or just have been reassigned to another IP,
we have to manually reconstruct NWS cliques. This has
already mentioned as drawback of NWS (Legrand and
Quinson, 2004). In large-scale grid environments, it is a
complicated task to manage these cliques and hosts’
relations. Our future work will be adopting Dynamic
Domain-based Network Information Model for next
deployment so as to reduce overheads come from
complicated management tasks.

Besides, we defined a standard operation procedure for
managing grid nodes semi-automatically. And, we could
simply manage grid nodes via web portal instead of writing
shell scripts. To guarantee a certain degree of QoS, we
also proposed a heuristic method to predict QoS from
diverse grid environments for Download-oriented tasks.
Furthermore, we expect that users could manage and
monitor numerous resources of grid environments more
effectively and efficiently.
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Abstract Data replication and consistency refer to the same data being stored in dis-
tributed sites, and kept consistent when one or more copies are modified. A good file
maintenance and consistency strategy can reduce file access times and access laten-
cies, and increase download speeds, thus reducing overall computing times. In this
paper, we propose dynamic services for replicating and maintaining data in grid envi-
ronments, and directing replicas to appropriate locations for use. To address a prob-
lem with the Bandwidth Hierarchy-based Replication (BHR) algorithm, a strategy
for maintaining replicas dynamically, we propose the Dynamic Maintenance Service
(DMS). We also propose a One-way Replica Consistency Service (ORCS) for data
grid environments, a positive approach to resolving consistency maintenance issues
we hope will strike a balance between improving data access performance and replica
consistency. Experimental results show that our services are more efficient than other
strategies.

Keywords File replication - Dynamic maintenance - Consistency management -
Data grids
1 Introduction

In recent years, many fields such as bioinformatics, climate transition, earthquake
simulation, space shuttle flight simulation, weather prediction, and high-energy
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physics in Europe [3] have come to require more and more computing power to
generate results. Those simulation results in turn produce terabytes, even petabytes
of data. Only computer centers with many supercomputers and storage devices are
sufficient to handle these data. However, data grid technologies, developed to solve
these kinds of problems, offer an effective alternative means of utilizing large-
scale computing power and storage capacities to compute and store data. Grids
[11, 12,20, 21, 27, 29-34] enable sharing of computing power and storage capacities
geographically distributed around the world such that they work together as tremen-
dous virtual computers [1, 2] on experiments and simulations. The Globus Toolkit
[13, 27] is open-source software for building data grid environments. It provides mid-
dleware for creating information infrastructures including resource management, data
management, communication, fault detection, security, and portability.

Data replication and consistency [5, 26] refer to the same data being stored in
distributed sites, and kept consistent when one or more copies are modified. A good
file maintenance and consistency strategy can reduce file access times and access
latencies, and increase download speeds, thus reducing overall computing times. And
if one storage site breaks, users can fetch desired data from another storage site, which
improves overall fault tolerance and contributes to making the entire grid environment
more stable and reliable. Another advantage of data grids is the ability grid users
have to download data in parallel from the better sites they choose or an application
chooses automatically after evaluating with a grid environment evaluation model. The
bandwidth utilization of those parallel links is the most important factor affecting
overall download speeds. Network environments vary, which means that replica sites
also vary in their ability to download data efficiently. Replica files should be kept
consistent and downloaded from storage sites nearest users to reduce download times
and ensure high performance.

This paper presents two services, the Dynamic Maintenance Service (DMS) for
maintaining files in data grid systems, and the One-way Replica Consistency Service
(ORCS) for keeping all copies of files consistent when one is modified. The DMS
automatically maintains data statuses such as access frequency, space available on
storage elements to which data will be replicated or migrated, and the network sta-
tuses of file source sites to other sites. The ORCS provides asynchronous data repli-
cation and replica consistency mechanisms that can reduce replica maintenance costs
and free up storage space for new data or temporary data produced by experiments
or simulations to avoid creating too many identical replicas. Users can easily find the
best replica sites for downloading desired data, thus increasing replica usage rates,
and improving storage device usage efficiency ratios over other strategies.

The contribution of this paper is to help make data grid environments more effi-
cient by using the DMS and ORCS algorithms. Using DMS adjusts data to locations
appropriate to the sites that request the data more often, thus reducing the times re-
quired by those sites to get needed data and improving performance. Using ORCS
improves accessing performance by keeping replica content consistent and improving
data grid storage device usage ratios. The DMS and ORCS algorithms also consider
storage element free space when storing new and temporary data produced while
computing. This decreases the probability of applications crashing or having to re-
submit jobs to other computing resources for processing. Our experimental results
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show that DMS and ORCS are more efficient than other strategies, increase comput-
ing performance, and make storage element usage ratios more efficient.

The rest of this paper is organized as follows. In Sect. 2 we give background in-
formation on data grids, grid computing, some grid middleware, and previously pro-
posed related works on data replication strategies. In Sect. 3, we describe DMS and
ORCS system components, component details and data grid framework design and
algorithms. We also introduce the parameters and evaluation model that determine
when replica adjustment data should be sent to appropriate locations to keep them
consistent. In Sect. 4, we give experimental results and comparisons of the DMS and
ORCS algorithms with other strategies. Section 5 concludes the paper and indicates
areas for future work.

2 Related work
2.1 Replica management

Replica management involves creating and removing replicas at data grid sites
[28, 29]. Most often, these replicas are exact copies of original files, created only to
harness certain performance benefits. A replica manager typically maintains a replica
catalog containing replica site addresses and file instances. The replica management
service is responsible for managing replication of complete and partial copies of
datasets, defined as collections of files.

The replica management service is just one data grid environment component pro-
viding support for high-performance, data-intensive applications. A replica or loca-
tion is a subset of a collection stored on a particular physical storage system. There
may be multiple, possibly overlapping, subsets of collections stored on multiple stor-
age systems in a data grid. These grid storage systems may use a variety of underlying
storage technologies and data movement protocols independent of replica manage-
ment.

Many studies on data maintenance in data grids have been published. In [24, 29],
Ranganathan and Foster introduced six dynamic replication strategies, and compared
them using a simulator called PARSEC to measure average response times and total
bandwidth consumed by each strategy. The authors concluded that if grid users are
concerned about lower response times, the cascading strategy is the better choice. On
the other hand, if grid users consider bandwidth consumption to be the most important
issue, fast spread is the best choice among all six strategies. These strategies do not
consider whether there is enough free space to store temporary data and job results.
Data no longer popular will occupy space that could be used to store temporary data
and job results, which affects overall performance.

In [9, 16, 22, 23], the authors all mentioned an issue called the p-median problem:
“given a set of n client points, find a set of p server points for those client points
that minimizes the distance between each client point and its nearest server point”.
In grid environments, minimizing total distance minimizes total response time. In
[9, 16], and many other works, the authors indicate that the complexity class of the
p-median problem is NP-hard in two or more dimensions, which means that find-
ing p nodes to serve all nodes in a grid environment is also an NP-hard problem. In
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[22, 23], Rashedur M. Rahman et al., proposed a static replica placement algorithm
for placing replicas in the best p candidate nodes to minimize the total response time
of each node using Lagrangian relaxation, which is a heuristic approach [10] to mea-
suring the response time of each client node to its nearest server node. The algorithm
is most likely the p-median problem. They also use user requests and network la-
tency as parameters in deciding when to maintain replicas dynamically. They use a
simulator called OptorSim [19], developed by the EU Data Grid project, to compare
their method, and called dynamic p-median, with static p-median and Best_client.
Static p-median replicates no files to other nodes in the data grid environment when
user requests or network latency change. Best_client replicates the desired data to
client nodes when request ratios for certain files in a node are very high. Simula-
tion results show average response times for the authors’ method are the lowest over
various network loadings and user requests. Although dynamic p-median is a good
method for dynamic replica maintenance, it can’t be used in real grid environments
since p-median is an NP-hard problem that consumes too much computing power
determining new replica locations.

In [20], Sang-Min Park et al. proposed a dynamic replica maintenance algorithm
called Bandwidth Hierarchy based Replication (BHR) that divides sites into many
regions putting sites close to one another in the same regions in the bandwidth hier-
archy. The BHR optimizer terminates replication if a replica duplicate already exists
in another site in the same region. In [4], Ruay-Shiung Chang and Jih-Sheng Chang
indicated that the BHR algorithm performs better than other strategies only when the
storage element capacity is small. We found the following problem in BHR: If a file
must be replicated in a region, BHR replicates it to one other site in the region. If an
attempt is made to replicate the same file to a third site in the same region, BHR will
see that there is already a duplicate file in the region and terminate. Thus, files will
have at most two copies in each region, which means only two links will be available
for parallel data downloading [1, 2, 30-34] in any one region. This limitation leads to
high time costs, thus reducing the effectiveness of an important grid computing fea-
ture and adversely affecting overall performance. Furthermore, the two-copy practice
will cause load imbalances on the sites where the copies are stored.

2.2 Replica consistency

Grid environment files modified by grid users raise the critical problem of maintain-
ing data consistency among the replicas distributed across various machines. Over the
past decade, considerable effort has been devoted to developing several consistency
models. These studies concentrated on trading off consistency for performance and
availability. The various consistency models developed include Strong, Weak, Con-
tinuous, Data-centric, Strict, Sequential, Eventual, Causal, FIFO, and Release. For
instance, the strong consistency approach keeps data consistent across all replicas
simultaneously, which requires many more resources and expensive protocols than
other consistency models. The converse of strong consistency is weak consistency,
which can tolerate inconsistencies for certain periods of time.

Many studies on replica consistency in data grid environments have been pub-
lished [2, 4,7, 8, 14, 15]. Data grid environments need consistency services to syn-
chronize them when replicas are modified by grid users. The European Data Grid
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Project laid out a Replica Consistency Service in [7] that provides an interface for
grid users to update or add new files. It uses a “single master approach” in which
replicas modified by grid users are updated by the Replica Consistency Service. In [8]
Dirk Diillmann et al. proposed the high-level Grid Consistency Service (GCS), that
performs updating, file synchronization, consistency maintenance, and allows grid
users to choose dynamically adjusting the degree of replica consistency from entirely
synchronized to loosely synchronized.

In [15], Jiafu Hu et al. proposed an asynchronous model for avoiding replica in-
consistency in grid environments despite system failures and network traffic conges-
tion. They suggest that consistency concerns can be divided into data consistency and
metadata replica consistency. Their model is based on the work of the HEP commu-
nity, which established the Particle Physics Data Grid (PPDG) and the Grid Physics
Network (GriPhyN) projects. These projects used the Primary-copy (master—slave)
approach in which only one copy (the master) can be updated, and secondary copies
are updated by changes propagated from the master. There is one site that always has
all updates; consequently, the load on the primary copy can be large. A pilot project
called the Grid Data Management Pilot (GDMP) in the EDG adopted the Subscrip-
tion and Relatively Independent Sites method, which regards data consistency more
flexibly and local sites as independent.

Several replication and data consistency solutions are discussed in [7], includ-
ing Eager (Synchronous) replication and Lazy (Asynchronous) replication, Single-
Master and Multi-Master Models, and pull-based and push-based. In [14], Changqin
Huang et al. proposed differentiated replication in order to improve accessing perfor-
mance and replica availability. It is effective on performance, availability, and con-
sistency, but the maintenance consistency algorithm does not take storage capacity
into account. Replicas accessed only infrequently will consume free space on storage
devices.

In this paper, we propose the Dynamic Maintenance Service (DMS) which is in-
tended to address the issues discussed above and to correct the problem we pointed
out in [20]. We use request frequency and storage element free space as parameters
in determining when files should be adjusted. We also propose the One-way Replica
Consistency Service (ORCS), which puts emphasis on increasing storage device us-
age ratios. Our algorithm allows more than two replicas of the same data at one site,
thus increasing parallel download speeds and more fully utilizing data grid environ-
ment storage resources. Files with low access frequencies are automatically deleted,
freeing space on storage elements to store temporary data and job results, and in-
creasing storage element usage ratios.

3 System design and implementation

3.1 Software stack diagram

Software stack diagrams for each node and all sites in our data grid system are shown
in Figs. 1 and 2. The functions of the three layers, bottom, middle, and top, are de-

scribed below.
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Fig. 1 The software stack

diagram of each node Bottom Layer - Node
Information Prowder Grid Middleware
( Ganglia ) ( NWS ( Globus Toolkit )
( Linux OS (Fedora)
( Hardware )
Fig. 2 The software stack g ™
diagram of all sites, services, z Top Layer - Applications N
and portals ( Applications D)
Services
( ARAM ) ( ORCS D
RSS DMS )

Records Monitoring Service
( Java CoG Kit ) ( MysSaL ( Ganglia ) (RRD Tool)
/
/ Middle Layer - Site

gdgdyd|gugg

Node Node Node Node Node Node Node Nodej

e Bottom Layer: shows the software installed on each node in the grid environment.
The major components of the Bottom Layer are the Information Provider and Grid
Middleware. The Information Provider consists of the Ganglia [35] and Network
Weather Service (NWS) [18]. Ganglia gathers machine information such as num-
bers of processors and how many cores each has, the loading on each processor,
total memory size and free space, and disk usage. The NWS gathers inter-node
network bandwidths and each link’s latency. The Grid Middleware consists of the
Globus Toolkit [27], which is used to join nodes to the grid environment.

e Middle Layer: This layer is the Site, consisting of several nodes usually located
in the same place or connected to the same switch or hub. Nodes in the Site are
connected to one another via the Internet. Sites are usually built up as clusters, but
each node has a real IP; the Site’s first node is called the head node.

e Top Layer: This layer holds Applications, Services, the Monitoring Service, and
Records [17]. Services consist of the Anticipative-Recursively-Adjusting Mecha-
nism, Replica Selection Service, One-way Replica Consistency Service, and Dy-
namic Maintenance Service. Services operate on information gathered from the
Monitoring Service and Records. Records can provide machine and file informa-
tion prior to downloading files or adjusting file locations. The Monitoring Service
provides a web front-end page for users to observe variations during job process-
ing.

Relations among the components described above are shown in Fig. 3. The four
services mentioned above are classified as User-side and System-side. The User-
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side, which allows users to monitor application operations as the applications serve
their needs, includes the Anticipative-Recursively-Adjusting Mechanism (ARAM)
and Replica Selection Service (RSS). The System-side includes the Dynamic Main-
tenance Service (DMS) and One-way Replica Consistency Service (ORCS), which
automatically direct files to appropriate locations and keep them consistent. Func-
tional details of these services are described below.

e Replica Selection Service: gathers relevant information from the RLS and Infor-
mation Service to determine which sites are better for the ARAM to use for down-
loading files.

e Anticipative-Recursively-Adjusting Mechanism: enables users to download de-
sired data in parallel, dynamically adjusting download speeds according to net-
work bandwidths between server nodes and client nodes, and balancing file site
loadings.

e One-way Replica Consistency Service: keeps files consistent with duplicates stored
in distributed nodes. When one file in a node is updated, it will notify the other
nodes that have the same file to update to the newest version.

e Dynamic Maintenance Service: dynamically replicates, migrates, and deletes grid
environment files according to parameter variations. It reduces execution times,
promotes system stability, and improves storage device usage ratio efficiency.

3.2 ORCS and DMS operation

The DMS maintains replicas; the ORCS keeps file copies consistent. Figure 4 shows
general DMS and ORCS operation. Prior to file maintenance, the Information Service
and Replica Location Service store relevant information in the database for DMS
measurement using the cost model described below. The Information Service and
Replica Location Service functions are described below:

e Information Service [6]: periodically gathers statuses such as CPU idle ratio, mem-
ory usage, storage device free space, and network bandwidth, and records them in
real time in the Information Database (Info. DB) for the DMS to use.

e Replica Location Service (RLS): stores file information such as logical file name,
file size, file physical location, time of file creation or updating, and file access fre-
quency in the File Information Database (File Info. DB). Users can use the Replica
Location Service to search for desired files and the closest sites in the grid envi-
ronment where the files are stored.

Before the Replica Manager triggers the ORCS and DMS, it first queries the In-
formation Service and Replica Location Service, which then separately query the
Information Database and File Information Database to get all file and system status
information. If a Replica Manager determines some files need to be adjusted or kept
consistent, it directs the ORCS and DMS to make the necessary adjustments. After
all adjustments have been made, the ORCS and DMS query the Replica Location
Service to check the new statuses of all files in the grid environment. After checking,
the Replica Location Service records the new information in the File Information
Database.
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3.3 Parameters and evaluation model

In this subsection we introduce our affect parameters, define measurable parameters,
and present the evaluation models we use to measure the performance of the two
services described above.

3.3.1 Affect parameters

Because grid environments have many factors that affect performance, we calculated
how the following static and dynamic factors affect overall performance.

o Static Parameters: These factors do not change when the grid environment changes.
As Xuanhua Shi et al. indicated in [25], they include system site attributes such
as CPU type and frequency, each storage element’s hard disk capacity, memory
capacity, and network card transfer rate. In general, faster frequency CPUs, larger
memory and hard disk capacities, and network cards with faster transfer rates are
better choices for executing jobs. Since these cannot be major factors in measuring
grid environment performance due to the changeable nature of grid environments,
we focus on the dynamic factors.

e Dynamic Parameters: These factors change when the grid environment changes.
Job execution consumes computing power and uses memory space downloading
or uploading data, and storing computational results. Thus, CPU usage rate, mem-
ory space, bandwidth, and node free space may all change. Among these, network
bandwidth has the most important influence on performance. The NWS [18] mon-
itors and periodically forecasts the performance of various network and computa-
tional elements. Real-time requirements must be met to achieve high performance.
We use the NWS to measure network bandwidth, and the Linux commands “‘sar”
and “df” to measure CPU, memory, and hard disk free space.

3.3.2 Cost model

Before files are replicated, migrated, or deleted, their affect factors must be measured
to determine what operations are necessary. Below, we define our strategic parame-
ters.

o BWpan(i —j): LAN connection bandwidth between node i and node j in Mbit
BWwan (i — j): WAN connection bandwidth between site i and j in Mbit
F_size: File size for transfer in MB

T_trans(i — j): Time to transfer data from node i to node j

T_auth(i — j): Time for authenticating transfer of data file from node i to node j
T_replica_local(i — j): Time for local file replication from node i to node j
T_replica_remote(i — j): Time for remote file replication from node i to node j
F_space(i): Node i storage device free space

FA_Min: Minimum file access rate

FA_Max: Maximum file access rate

o: Adjustable parameter for checking whether the storage element free space is
sufficient for replication
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P_choice(i): Permission to transfer data to site i

D_Replica(j): Check to determine whether the replica at node j needs deleting
N_AF: Replica access frequency

NA: Replica access time threshold

T: Access frequency threshold.

Files in local and remote sites with access frequencies less than FA_Min will be
deleted. The evaluation models are as follows: we assume that if file access frequency
is more than FA_Max or between FA_Max and FA_Min, the file should be replicated
or migrated. It is very important to check for sufficient free space at the destination
site before replicating or migrating. The measurement model for determining whether
there is enough free space to store generated temporary data and job execution results
is:

0, F_space(i) x o < F_size,
1, F_space(i) x a > F_size,

P_choice(i) = { (1)
where « is an adjustable parameter. Files are then replicated or migrated to appro-
priate locations. We measure the time required for local and remote site transfers as
follows.

e Local: For files replicated or migrated from node i to node j within the same site,
the time required for the server node to transfer files to the client node is

T_replica_local(i — j) = T_auth(i — j) + (F_size X 8)/BWian(i—j). (2)
e Remote: For files replicated or migrated from site i to site j, the time cost is
T_replica_remote(i — j) = T_auth(i — j) + (F_size X 8)/BWyan(i —j). (3)

File size and network bandwidth are the most important factors in replicating or
migrating files locally and remotely, and if i = j, we can assume that BWpan(i —j)
between site i and site j is co and that T_auth(i — j) is zero.

In measuring storage capacity, D_Replica(i) determines whether the replica of
node i should be deleted or not. When F_space(j) < F_size or N_AF < T is satis-
fied and the result of the D_Replica(j) is True, then the replica file will be deleted.
A D_Replica(j) result of False is opposite. The formula is as follows:

True — F_space(j) < F_size(i)
D_Replica(j) = NAF<T )
~repacaly) = Fulse — | F-space(i) > F_size(i) ~
WSC=IN_AF>T

When a destination node’s storage resource is not adequate for replication, then the
next nearest node with sufficient free space and appropriate performance is chosen.

3.4 The DMS and ORCS algorithms
3.4.1 DMS algorithm

The DMS algorithm shown in Fig. 5 consists of three parts, replication, migration,
and deletion.
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Fig. 5 DMS replication

algorithm Check all file access rates

If (File i’s access rate is greater than FA_Max in site j) Then
{
Check site j storage device free space
If (Not enough free space) Then
Find an alternative site closest to site j
If (The same file exists intra-region) Then
Replicate file i to site j from intra-region file site
Else
Replicate file i to site j from best inter-region file site
Else
If (The same file exists intra-region) Then
Replicate file i to site j from intra-region file site
Else
Replicate file i to site j from best inter-region file site

}

If (File i’s access rate is greater than FA_Min in site j) and
(File i’s access rate is less than FA_Max in site j) Then
{
Find the nearest file site j that no longer needs file i
Check site j storage device free space
If (Not enough free space) Then
Find an alternative site closest to site j
Migrate file i to alternative site from file site
Else
Migrate file i to site j from file site

}

If (File i’s access rate is less than FA_Min in site j) Then

{
Check the File Info. DB for another site with the same file
If (A site with the file is found) Then
Delete file i in site j
Else
Keep file i
}

e Replication: If the access frequency for file i at site j exceeds the maximum access
rate FA_Max, the DMS first checks to see if the storage device at site j has enough
free space to store the replicated file. If it does, the DMS duplicates the data to site
J using the intra-region copy of file i if such a copy exists, or it creates a duplicate
of file i at site j in the intra-region. If site j does not have enough free space, the
DMS first checks to see if it can duplicate file i in the inter-region. If not, it stores
the duplicated data in the site closest to site j.

e Migration: When an original file site no longer needs a file, or has insufficient free
space to store duplicated data, temporary data, or computing results, but other sites
still need the file, migration is used to move the file to an appropriate location. This
avoids generation of excessive file copies in the data grid system and saves free
space for storing temporary data and job execution results. If the request frequency
of file i in site j is between FA_Min and FA_Max, the DMS first checks to see if
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other sites need the file. If it is needed, the DMS finds a suitable site to transmit the
file data to the destination site. If there is insufficient free space in the destination
site’s storage device, it migrates the file to the site nearest the destination site.

e Deletion: If file i’s access rate is less than FA_Min and another site has a copy of
the file, the DMS deletes it; otherwise the DMS keeps it to ensure there is at least
one copy in the grid environment.

The DMS algorithm increases storage device and file usage ratios. It dynamically
maintains data in the grid environment and fixes the BHR algorithm problem de-
scribed in [20]. More than two replicas in one region are allowed, thus users have
more choices of sites for parallel file downloads. It also improves grid system perfor-
mance by considering free space when storing computed results and temporary job
data.

3.4.2 ORCS algorithm

The ORCS algorithm maintains replica consistency with synchronous and asynchro-
nous approaches. We assume only source files can be modified by grid users, and
these files are then replicated to other nodes in the grid environment. All replicas in
distributed nodes are read-only. Where a replica is stored in the data grid system and
when it is replicated depend on grid user parameter settings and storage capacities.

Our replica distribution topology has three type nodes: super node (SN), master
node (MN), and child node (CN). The data source saved in SN can only be added or
modified by grid users, called original data. The original data were replicated from
SN to MN automatically when added or modified by grid users, called master replica.
The child replica replicated to CN depends on two factors: the access frequency of
files and the storage capacity. The master replica and child replica are read only files.
These files are one way replicated from SN to MN, from MN to CN.

The first function of the ORCS algorithm is shown in Fig. 6. When original data
is updated, the super node (SN) immediately replicates the file to all master nodes
(MNs5). Original data may be modified by file owners and others with updating rights.
The MN then checks the parameter N_A F for each grid site to determine whether to
replicate the files from the MN to the CN.

The second section of the ORCS maintenance algorithm is shown in Fig. 7. When
a user submits a request from a CN, the algorithm checks the file N_AF parameter. If
the replica exists in the grid site node, its last update time is compared with that of the
MN. If the replica needs updating, the algorithm checks storage capacity. If there is
not enough free space in the storage device, the old replicated file in the CN is deleted
and a new replica is copied from the MN to the CN nearest the previous CN with the
best resource status. Finally, replica-update records are added to the database for later
tracing.

Figure 8 shows original data automatically replicated from an SN to an MN after
an addition or modification by a grid user. When the replication is complete, each grid
site MN will check whether the replica’s access frequency is greater than its threshold
value and the site’s storage capacity is sufficient, as shown in Fig. 9. The red line in
Fig. 10 indicates the CN does not have adequate storage capacity, which means the
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// Once Original Data has been updated
If original data is updated from a super node then
Copy the original data to all master nodes
Add update records to the replication database for tracing
End
// For each Grid Site
If a replica’s access frequency by CN to MN is greater than its threshold then
If the CN has sufficient storage capacity then
Copy a replica from MN to CN
Add a replica update record to the database
Else
Find all replicas with access frequencies smaller than the CN threshold
Sort these CN replica access frequencies in ascending order
Delete replicas one by one from small to large until CN has sufficient storage capacity
If the storage capacity of CN is sufficient then
Copy a replica from MN to CN
Add a replica update record to the database
Else
Copy a replica from MN to a CN with the best resource status
Add a replica update record to the database
End
End
End

Fig. 6 First section of the ORCS algorithm

algorithm must find the nearest CN with the best resource status that has sufficient
storage capacity, as shown in Fig. 11.

In Fig. 12, Node j replica’s access frequency is lower than its threshold value,
thus Node j accesses the MN replica. In contrast, in Fig. 13, grid users access Node j
directly if the last update time of the CN replica is the same as that of the MN replica.
If the latest update times are not equal, the replica will be copied automatically from
the MN to the CN, as shown in Fig. 14. Figures 15 and 16 show the algorithm finding
the nearest CN with the best resource status and sufficient storage capacity because
node j has insufficient storage capacity.

4 Experimental environment and results

We compared and evaluated the performance of the DMS and ORCS algorithms
against other strategies. The Least Frequently Used (LFU), Least Recently Used
(LRU) strategies, and the Bandwidth Hierarchy-based Replication algorithm (BHR)
were tested against the DMS algorithm. The LFU and LRU always replicate when
requests occur, but choose files for deletion differently when storage element free
space is insufficient for replication. LRU chooses the oldest files for deletion, while
LFU chooses the least frequently requested files. The synchronous and asynchronous
consistency strategies were tested against the ORCS. We used a simulator called Op-
torSim, developed by the EU Data Grid [3], to compare the strategies mentioned
above. Our experimental grid environment is shown in Fig. 17. It consisted of four
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// For each access to the MN by a Grid Site CN
If a replica’s access frequency by a CN to the MN is smaller than its threshold then
Change the access directory to MN.Replica
Else
If the CN.Replica.LastUpdateTime = the MN.Replica.LastUpdateTime then
Change the access directory to CN.Replica
Else
If the CN has sufficient storage capacity then
Copy a replica from the MN to the CN
Add a replica update record to the database
Else
Find all replicas in the CN with access frequencies smaller than the threshold
Sort these replica access frequencies in ascending order
Delete replicas one by one from small to large until the CN storage capacity is sufficient
If the CN storage capacity is sufficient then
Copy a replica from the MN to the CN
Add a replica update record to the database
Else
Find the node with the best resource status and sufficient storage capacity nearest the CN
If this node is the MN then
Direct-access the replica to the MN
Else
Copy a replica from the MN to the CN
Add a replica update record to the database
End
End
End
End
End

Fig. 7 Second section of the ORCS algorithm

Fig. 8 Operation 1 of the first
section Original Data

regions, each containing 8§ sites. Initially, all files were randomly stored, and sites in
the four regions then requested files from appropriate sources.
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Fig. 9 Operation 2 of the first
section

Fig. 10 Operation 3 of the first
section

Fig. 11 Operation 4 of the first
section
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Fig. 12 Operation 1 of the
second section

Fig. 13 Operation 2 of the
second section

©
O
©

4.1 Parameter setting
4.1.1 DMS parameter setting

As Table 1 shows, we assumed 500 total jobs, and each site in the four regions sent
requests to file sites at random. There were 30 job types, each job requiring accessing
15 files when executed. Files were 250, 500, 750, and 1000 MB in size; see Table 2
for the quantities of each file size. Each site’s hard disk had 50 GB of free space.
Intra-region bandwidth was 500 Mbps, and inter-region bandwidth was 250 Mbps.
The FA_Max in our simulation was set to 10, and the FA_Min was set to 5. The job
delay time was 2500 milliseconds. The DMS could perform migration and deletion
operations up to the total job size and the total hard disk free space in each region.
Also, we assumed temporary data and results would be produced during job execu-
tion. Before comparing the DMS with other replication strategies, values had to be
assigned to the important factors. We evaluated « for the grid environment shown in
Fig. 17 with the parameters in Table 1.
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Fig. 14 Operation 3 of the
second section

Fig. 15 Operation 4 of the
second section

Node /

Node |

Fig. 16 Operation 5 of the
second section

g  © 9 ¢

The evaluation results are shown in Figs. 18 and 19. Figure 18 shows the execution
time for 500 jobs was best when o was set to 0.9, and Fig. 19 shows the storage
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Region A

Region C WY Region D

Fig. 17 The experimental grid environment

Fig. 18 Execution times for S 2400 —
various alpha values o —
s 2200 +
e
o 2000 +
=
'_
- 1800 +
K]
3 1600 + |—|
9}
ai 1400 1 1 1 D 1 1
0.6 0.7 0.8 0.9 1

Different Alpha Value

element usage rate was better when « was set to 1. But setting « to 1 led to greater
execution times than setting o to 0.9 because when there was not enough free space to
store temporary data and results produced during job execution, time was consumed
finding other computing elements to continue execution. Even though the storage
element usage ratio was better when « was set to 1 than when o was set to 0, overall
performance was better when « was set to 0.9 than when o was set to 1. Thus, we set
o to 0.9 for our experiments.
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Table 1 Parameters used in the

simulation Parameters Values
Number of jobs 500
Number of job types 30
Number of files accessed per job 15
File sizes 250/500/750/1000 MB
Intra-region bandwidth 500 Mbps
Inter-region bandwidth 250 Mbps
Hard disk space at each site 50 GB
FA_Max 10
FA_Min 5
Job Delay 2500 ms
Table 2 Numbers of files in .
each size File size Number
250 MB 175
500 MB 90
750 MB 100
1000 MB 85
Fig. 19 Free space for various —~ 45 +
alpha values cf,
L
P 30+
o
®
3
o 15 +
n
©
o
L 0 1 ‘ 1 1
0.6 0.7 0.8 0.9 1
Different Alpha Value

4.1.2 ORCS parameter setting

In Table 3, we define several parameters used to derive the experimental results shown
below. We submitted 100 writing jobs from the SN and 1000 read jobs from each CN.
Files were 100 MB in size and the access threshold was 10. We used synchronous
replication, asynchronous replication, and the ORCS algorithms in our experimental
environment.

4.2 Results
4.2.1 File management results

Figures 20 and 21 show, respectively, DMS execution times and storage element free
space with and without the migration mechanism. Experimental results show exe-
cution times were better with the migration mechanism than without the migration
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Table 3 Experimental

parameters Parameter Value

Number of write jobs 100

Number of read jobs 1000

Various file sizes (MB) 5, 50, 100, 1000, 2000
Access threshold 10, 20, 30, 40, 50
Replication frequency 200

Fig. 20 DMS performance S

comparison with/without Q 1585 +
migration s 1580 +
1575 +
1570 +
i= 1565 +
1560
1555 +
1550 1 !

With_migration Without_migration

DMS

e (10

Execution

Fig. 21 DMS free space
comparison with/without
migration

w
o
|
1

)

o a NN

[&)]
|
T

~

e (%

0+

Free Spac

o O O »
|
1

With_migration Without_migration
DMS

mechanism. But the storage element usage ratio results show the opposite because
when the migration mechanism is used, files are adjusted to appropriate locations for
jobuse, and numbers of copies will reflect job needs. Storage elements will need more
free space to store temporary data and job results. Not using the migration mecha-
nism results in more replicas being generated than when the migration mechanism is
used, causing unnecessary waste of storage element free space. Thus, the probability
is higher that storage elements will not have enough space to store temporary files
and job results than when the migration mechanism is used.

We used the assumptions explained above to compare and evaluate the perfor-
mance of the DMS algorithm against three other replication strategies. Figures 22
and 23 show, respectively, the results of comparing the DMS strategy execution time
and free space performance with migration mechanism to the LFU, LRU, and BHR
replication strategies. Figure 22 shows the DMS had better execution times than the
other strategies. LFU and LRU always replicate when file accesses occur, which con-
sumes a lot of free space. Although the LRU and LFU usage ratios for storing tem-
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Fig. 22 Performance
comparison of four strategies

1750 +
1700 —+
1650 +
1600 +
1550 —+
1500 +
1450 1 1 1 !
DMS LFU LRU BHR

Different Strategies

Execution Time (10%) sec.

Fig. 23 Free space comparison 40 -+
of four strategies 35 L
30 +
25 +
20 +
15 +
10 +

SN aaE |

DMS LFU LRU BHR
Different Strategies

Free Space of SE (%)

Fig. 24 Execution time 50-G H.D.
comparison for various
bandwidth ratios with 50 G H.D.

BpMS ®LFU OLRU DOBHER

1800

1700
1600
1500
1400 ; : ; ;
1 1:2 1:3 1:4 1:5

l:
WAN Bandwidth v.s. LAN Bandwidth

Execution Time (103) sec.

porary data and job results were better than those of the DMS, choosing files for
deletion and downloading files for job execution took considerable time. The BHR
strategy caused jobs to spend excessive time getting needed files. Although the BHR
strategy saved a lot of free space, its execution times were greater than those of the
DMS strategy. Thus, the DMS performed more efficiently than other three replication
strategies.

Figures 24 to 28 show the use of various network bandwidths and storage ele-
ment capacities to demonstrate variations in the four strategies’ performance. For all
variations in hard disk size, LFU and LRU performed better when WAN bandwidth
equaled LAN bandwidth. When there was not enough space to store replicas, tempo-
rary files, and job results, computing elements spent less time getting relevant files
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Fig. 25 Execution time Different Network Bandwidth in H.D. size 80 G
comparison for various
bandwidth ratios with 80 G H.D. ODMS BLFU OLRU OBHR
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Fig. 26 Execution time Different Network Bandwidth in H.D. size 120 G
comparison for various

bandwidth ratios with 120 G
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Fig. 27 Execution time Different Network Bandwidth in H.D. size 160 G
comparison for various
bandwidth ratios with 160 G ODMS ELFU OLRU OBHR
H.D.
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Bandwidth in WAN v.s. Bandwidth in LAN

from other storage elements or choosing other computing elements to continue job
execution, shortening total execution times. When WAN bandwidth was smaller than
LAN bandwidth, computing elements spent less time downloading and transferring
files to appropriate LAN computing elements, but if the files computing elements
needed were stored in inter-region storage elements, much time was wasted replicat-
ing and transferring files via the WAN, increasing total execution times. Total exe-
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Fig. 28 Execution time Different Network Bandwidth in H.D. size 200 G
comparison for various
bandwidth ratios with 200 G ODMS ELFU OLRU OBHR
H.D.
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cution times decreased gradually as the ratio of WAN bandwidth to LAN bandwidth
was increased.

The DMS replication strategy performed better than other replication strategies
when storage element capacity was small because it provided more storage ele-
ment free space for storing replicas, temporary files, and job results. But increas-
ing the storage element capacity sufficiently provided enough free space for the
LFU and LRU replication strategies to store replicas, temporary files, and job re-
sults, reducing the time computing elements needed to get required files from other
storage elements in the LAN and even in the WAN, thus shortening total execu-
tion times. And increasing storage element capacity also increased DMS replication
strategy execution times. This means that as capacity was increased, DMS repli-
cation strategy performance worsened due to inefficient storage element usage ra-
tios, and that the DMS was more effective when the storage element capacity was
small.

4.2.2 File consistency results

There were three replication algorithms in our experiment, Synchronous, Asynchro-
nous, and our ORCS algorithm. We assumed that each file was 100 MB and the
access frequency threshold was 10. When a replica in the CN was the same as the
one in the MN, no transfer was necessary. The experimental file replication times are
shown in Fig. 29. The ORCS replicated files according to grid users’ needs. It con-
sumed less network bandwidth than the Synchronous algorithm and accessed files
more efficiently than the Asynchronous algorithm.

In the next experiment, we compared the storage capacity usage of our ORCS
with that of the Massive Data Oriented Replication Algorithms (MDORA) proposed
by Changqin Huang et al. in [14]. We assumed CN storage capacities of 80 G, a
replication frequency of 200, and file sizes of 5 MB, 50 MB, 100 MB, 1000 MB,
and 2000 MB. The result is shown in Fig. 30. If the CN storage capacity is inade-
quate, MDORA cannot store replicas. ORCS deletes files in ascending order of ac-
cess frequency until there is adequate storage space for replicas. Thus, replicas can
be written, even though the storage space was initially inadequate.
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Fig. 29 Comparison of three replication algorithms
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Fig. 30 Storage capacity usage

There were 1400 read jobs in our experiment, each file was 100 MB in size, and
threshold values of 10, 15, 20, 25, and 30 were used. In Figs. 31 and 32, we note that
the replication time costs increased as the threshold value was increased, resulting in
fewer and fewer replications. Therefore, the smaller the threshold value, the higher
the data access availability.
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Fig. 31 Replication times for various threshold values

15 20 25

Threshold Value

90

80 -

70 -

60 -

50 -

40

30

Number of Replications

20 -

30

Fig. 32 Numbers of replications for various threshold values

5 Conclusions and future work

This paper presents the Dynamic Maintenance Service (DMS) and the One-way
Replica Consistency Service (ORCS) for improving grid environment performance.
DMS is also aimed at the “one-replica” problem the BHR incurs. It improves grid
system performance and increases storage element usage ratio efficiency by handling
temporary data and results that jobs produce during execution. Via ORCS, we ad-
dressed the principal problems with maintaining consistency among existing repli-
cas. Experimental results show that DMS and ORCS both perform more efficiently
than other strategies and make storage element usage ratios more efficient as well. We
conducted the design and implementation of a data grid system using the components
and services proposed in Sect. 3 to enable general users to use data grid systems and
monitor details of grid resource and file statuses.
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Our future work will entail enhancing the accuracy of the DMS and ORCS evalu-
ation models for various applications and situations. The DMS and ORCS algorithms
need improved fault tolerance and adaptability to render them better able to handle
various challenges than other strategies. We are also considering development of a
simulator based on real-world grid topology to determine which applications these
two strategies are best suited to, after which we can combine the data grid system
with a good job scheduling strategy and develop applications that require grid tech-
nology.
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various client-server links and to address dynamic rate fluctuations by dividing files
into multiple blocks of equal sizes. The paper presents a dynamic file transfer scheme,
called dynamic adjustment strategy (DAS), for co-allocation architecture in concur-
rently transferring a file from multiple replicas stored in multiple servers within a data
grid. The scheme overcomes the obstacle of transfer performance due to idle waiting
time of faster servers in co-allocation based file transfers and, therefore, provides re-
duced file transfer time. A tool with user friendly interface that can be used to manage
replicas and downloading in a data grid environment is also described. Experimental
results show that our DAS can obtain high-performance file transfer speed and reduce
the time cost of reassembling data blocks.

Keywords Data grid - File replica - Parallel file transfer - Co-allocation - Dynamic
adjustment

C.-T. Yang (XJ) - S.-Y. Wang - W.C.-C. Chu
Department of Computer Science, Tunghai University, Taichung, 40704, Taiwan
e-mail: ctyang @thu.edu.tw

W.C.-C. Chu
e-mail: cchu@thu.edu.tw

S.-Y. Wang

Communication System Division Service-Oriented Network System Department, Information and
Communications Research Laboratories, Industrial Technology Research Institute, Hsinchu, 31040,
Taiwan

e-mail: Laurence @itri.org.tw

Published online: 17 June 2009 &\ Springer


mailto:ctyang@thu.edu.tw
mailto:cchu@thu.edu.tw
mailto:Laurence@itri.org.tw

C.-T. Yang et al.

1 Introduction

Data grid traditionally represents the network of distributed storage resources from
archival systems to caches and databases, which are linked using a logical name
space to create global, persistent identifiers and provide uniform access mecha-
nisms. Data grid aggregates distributed resources to resolve large-size dataset man-
agement problems [1-6, 8, 10, 11, 14, 17, 21, 22]. Increasingly, large collections
of measured and computed data are emerging as important resources in many data-
intensive applications. Certain data-intensive scientific applications, such as high-
energy physics, bioinformatics applications, and virtual astrophysical observations,
entail huge amounts of data that require data file management systems to replicate
files and manage data transfers and distributed data access. In physics experiments,
for example, data file sizes can range from 2 to 10 gigabytes. These high-performance
and data-intensive computing applications require efficient management and trans-
fer of terabytes or petabytes of information in wide-area, distributed-resource envi-
ronments. Data grid infrastructure integrates data storage devices and data manage-
ment services in grid environments consisting of scattered computing and storage
resources, perhaps located in different countries/regions yet accessible to users [11,
14, 17-19].

Replicating popular content in distributed servers is widely used in practice [14,
17, 21, 22]. Recently, large-scale, data-sharing scientific communities such as those
described in [3, 4] used this technology to replicate their large datasets over several
sites. Downloading large datasets from several replica locations may result in varied
performance rates, because the replica sites may have different architectures, system
loadings, and network connectivity. Bandwidth quality is the most important factor
affecting transfers between clients and servers since download speeds are limited by
the bandwidth traffic in the links connecting the servers to the clients.

One way to improve download speed is to use replica selection techniques to de-
termine the best replica locations [21]. The replica selection algorithms may aim at
maximizing network throughput, reducing load on “expensive” links or reducing the
response time perceived by the user. Most replica selection algorithms aim at selec-
tion of “nearby” replicas to either reduce response time or the load on network links.
This method selects the servers most likely to provide optimum transfer rates because
bandwidth quality can vary unpredictably due to the sharing nature of the Internet.
Another way is to use co-allocation technology [17, 21, 22, 27, 28] to download data.
Co-allocation of data transfers enables the clients to download data from multiple
locations by establishing multiple connections in parallel. This can improve the per-
formance over single-server downloads and alleviate the Internet congestion problem
[17].

Several co-allocation strategies were presented in our previous work [25-27]. An
idle-time drawback remains since faster servers must wait for the slowest server to
deliver its final block. Thus, reducing the differences in finish times among replica
servers is important. In this paper, we propose a dynamic file-transfer scheme with
co-allocation architecture, called the dynamic adjustment strategy (DAS), which re-
duces file-transfer times and also improves data transfer performance in data grid en-
vironments. Our approach can reduce file server idle times and decrease file-transfer
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completion times. We also present a new toolkit, called cyber-transformer, with a
friendly client-side GUI interface integrated with the information service, replica lo-
cation service, and data transfer service [25] that makes it easy for inexperienced
users to manage replicas and download files in data grid environments. And we pro-
vide an effective scheme for reducing the cost of reassembling data blocks. Experi-
mental results show that our approach is superior to previous methods and achieves
the best overall performance. We also discuss combination cost and provide an effec-
tive improvement.

The remainder of this paper is organized as follows. Related background review
and studies are presented in Sect. 2 and the co-allocation architecture and our research
approaches are outlined in Sect. 3. In Sect. 4, a powerful toolkit, cyber-transformer, is
proposed by us, and experimental results and a performance evaluation of our scheme
are presented in Sect. 5. Section 6 concludes this research paper.

2 Background review
2.1 Data grid and replications

In data grid environments, access to distributed data is typically as important as ac-
cess to distributed computational resources [1-5, 7, 22]. Distributed scientific and
engineering applications require transfers of large amounts of data between storage
systems, and access to large amounts of data generated by many geographically dis-
tributed applications and users for analysis and visualization, among others.

We used the grid middleware Globus Toolkit [9, 10, 12, 13, 16] as our data grid
infrastructure. The Globus Toolkit provides solutions for such considerations as se-
curity, resource management, data management, and information services. One of its
primary components, MDS [7, 13, 16], is designed to provide a standard mechanism
for discovering and publishing resource status and configuration information. It pro-
vides a uniform and flexible interface for data collected by lower-level information
providers in two modes: static (e.g., OS, CPU types, and system architectures) and
dynamic data (e.g., disk availability, memory availability, and loading). And it uses
GridFTP [3, 13, 16] to provide efficient management and transfer data in a wide-area,
distributed-resource environment. We use GridFTP to enable parallel data transfers.
Among its many features, its partial file transfer ability allows files to be retrieved
from data servers by specifying the start and end offsets of file partitions. This pro-
tocol, which extends the standard FTP protocol, provides a superset of the features
offered by the various grid storage systems currently in use.

The data grid community tries to develop secure, efficient data transport mech-
anisms and replica management services. Another key technology from the Globus
project, called the Replica Catalog [16], is used to register and manage complete and
partial copies of data sets. The Replica Catalog contains mapping information from
a logical file or collection to one or more physical files.

Replica management involves creating or removing replicas at a data grid site
[21]. A replica manager typically maintains a replica catalog containing replica site
addresses and file instances. The replica management service is responsible for man-
aging the replication of complete and partial copies of datasets, defined as collections
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of files. The replica management service in a data grid environment provides support
for high-performance, data-intensive applications. A replica or location is a subset of
a collection that is stored in a particular physical storage system, which means that
multiple possibly overlapping subsets of collections may be stored in multiple storage
systems in a data grid. These grid storage systems may use a variety of underlying
storage technologies and data movement protocols, which are independent of replica
management.

A data grid may contain multiple replica catalogs. It is possible to create hierar-
chies of replica catalogs to impose a directory-like structure on related logical col-
lections. The purpose of the replica catalog is to provide mappings between logical
names for files or collections and one or more copies of objects in physical storage
systems. The catalog registers three types of entries: logical collections, locations,
and logical files. A logical collection is a user-defined group of files. We expect that
users will find it convenient and intuitive to register and manipulate groups of files as
collections, rather than require that every file be registered and manipulated individ-
ually.

Despite the benefits of registering and manipulating collections of files using log-
ical collection and location objects, there may be a need for users and applications to
characterize individual files. For this purpose, the Replica Catalog includes optional
entries that describe individual logical files. Logical files are entities with globally
unique names and one or more physical instances. The catalog may optionally con-
tain one logical file entry in the Replica Catalog for each logical file in a collection.

Replica selection [16] is used to select replicas from among the sites in a data grid.
The selection criteria depend on application characteristics. This mechanism enables
users to efficiently manage replicas of data sets at their sites. Much previous effort
has been devoted to solving replica selection problems. The replica selection process
commonly consists of three steps: data preparation, preprocessing, and prediction.
Applications then select replicas according to their specific attributes.

Replica selection is important to data-intensive applications, and it can provide
location transparency. When a user requests access to a data set, the system will
determine an appropriate way to deliver the replica. Another issue concerning replica
selection is the predicting transfer time, a complex task involving the inspection of
many characteristics.

2.2 The co-allocation architecture and related work

Candidate replica locations are passed to the replica selection service, which was pre-
sented in a previous work [5, 6, 17, 18, 21, 28]. This replica selection service provides
estimates of candidate transfer performance based on a cost model and chooses ap-
propriate amounts to request from the better locations. The architecture proposed in
[17] consists of three main components: an information service, a broker/co-allocator,
and local storage systems. Figure 1 shows data transfer in a co-allocation architecture,
which is an extension of the basic template for resource management [6] provided by
the Globus Toolkit. Applications specify the characteristics of desired data and pass
the attribute description to a broker. The broker queries available resources and gets
replica locations from an information service [7, 15, 28] and a replica management
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Fig. 1 The co-allocation
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service [21] creates a list of the desired files physical locations. The co-allocation
agent then downloads the data in parallel from the selected servers.

Data grids consist of scattered computing and storage resources located in differ-
ent countries/regions yet accessible to users [8]. As datasets are replicated within grid
environments for reliability and performance, clients require the abilities to discover
existing data replicas, and create and register new replicas. A replica location ser-
vice (RLS) [5] provides a mechanism for discovering and registering existing repli-
cas. Several prediction metrics have been developed to help replica selection. For
instance, Vazhkudai and Schopf [19-21] used past data transfer histories to estimate
current data transfer throughputs.

In [17], the author proposes a co-allocation architecture for co-allocating grid
data transfers across multiple connections by exploiting the partial-copy feature of
GridFTP. It also provides brute-force, history-based, and dynamic load balancing for
allocating data blocks.

e Brute-force co-allocation: brute-force co-allocation (see Fig. 2) works by dividing
files equally among “n’ available flows (locations). Thus, if the data to be fetched
is size “S” and there are “n” locations to fetch it from, then this technique assigns
to each flow a data block of size, “S/n”. For example, if there are three sources,
the target file will be divided into three blocks equally. And each source provides
one block for the client. With this technique, although all the available servers
are utilized, bandwidth differences among the various client-server links are not
exploited.

e History-based co-allocation: The history-based co-allocation (see Fig. 3) scheme
keeps block sizes per flow proportional to transfer rates predicted by the previous
results of file transfer results. In the history-based allocation scheme, the block
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Fig. 2 The brute-force
co-allocation process
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size per flow is commensurate to its predicted transfer rate, decided based on a
previous history of GridFTP transfers. Thus, the file-range distribution is based
on the predicted merit of the flow. If these predictions are not accurate enough,
re-negotiations of flow sizes might be necessary as slower links can get assigned
larger portions of data, which could be weight heavily on the eventual bandwidth
achieved. With the history-based approach, client divides the file into “n” disjoint
blocks, corresponding to “n” servers. Each server “i”, 1<i < n, has a predicted
transfer rate of “B;” to the client. In theory then, the aggregate bandwidth “A”
achievable by the client for the entire download is A =) .=} B;. For each server
“i”, 1<i < n, and for the data to be fetched is the size of “S”, the block size per
flow is §; =% x S.

e Conservative load balancing: One of the proposed dynamic co-allocation algo-
rithms [17] is conservative load balancing (Fig. 4). The conservative load balancing
dynamic co-allocation strategy divides requested datasets into “k” disjoint blocks
of equal size. Available servers are assigned single blocks to deliver in parallel.
When a server finishes delivering a block, another is requested, and so on, until
the entire file is downloaded. The loadings on the co-allocated flows are automati-
cally adjusted because the faster servers will deliver more quickly providing larger
portions of the file.
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Fig. 4 The conservative load
balancing process
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e Aggressive load balancing: This method is shown in Fig. 5 and adds functions that
change block size in deliveries by: (1) gradually increasing the amounts of data
requested from faster servers, and (2) reducing the amounts of data requested from
slower servers or stopping requesting data from them altogether.

In our previous work [24, 26], we proposed a replica selection cost model and
a replica selection service to perform replica selection. These co-allocation strate-
gies do not address the shortcoming of faster servers having to wait for the slowest
server to deliver its final block. In most cases, this wastes much time and decreases
overall performance. Thus, we propose an efficient approach, called the dynamic ad-
Jjustment strategy, and based on the co-allocation architecture. It improves dynamic
co-allocation and reduces waiting time, thus improving overall transfer performance.

3 The dynamic adjustment strategy
Dynamic co-allocation, described above, is the most efficient approach to reducing

the influence of network variations between clients and servers. However, the idle
time of faster servers waiting for the slowest server to deliver its last block is still
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a major factor affecting overall efficiency, which conservative load balancing and
aggressive load balancing [17] cannot effectively avoid. The approach proposed in the
present paper, a dynamic allocation mechanism, called dynamic adjustment strategy,
can overcome this, and thus, improve data transfer performance.

Co-allocation technology [17] enables the clients to download data from multiple
locations by establishing multiple connections in parallel. We proposed a replica se-
lection cost model and a replica selection service to perform replica selection. We
now propose a new data transfer strategy based on this model. It consists of three
phases: (1) initial phase, (2) steady phase, and (3) completion phase.

o Initial phase: We assign equal block sizes to all GridFTP servers. In this phase, our
system determines the next block size for each replica server.

e Steady phase: As job transfers are completed, servers are assigned their next jobs.
Jobs sizes are determined by multiplying the client bandwidth by the weighting.

e Completion phase: To avoid the generating excessively small job sizes, we set an
end condition such that if the remaining target file size is smaller than the initial
block size, it is transferred immediately.

The parameters used for our algorithm are listed in the following:

Job size: the next job size for a server sending to the client.

initialPT: the initial job size of the transferred file.

remnantFileSize: the remnant file size of the transferred file.

ClientBandwidth: the bandwidth of current client.

ClientMaxBandwidth: the current client max bandwidth.

Number of Replica Source: the number of replica sources for parallel transferring.
Score;: the replica selection cost model for server i such that 1 <i <n.

Pl.CPU: percentage of server i CPU idle states [15].

RCPU: CPU load ratio defined by the user.

PMem: percentage of server i memory free space [15].

memory free space ratio defined by the user.

Pl-BW: percentage of bandwidth available from server i to client (user node); current
bandwidth divided by highest theoretical bandwidth [23, 24, 26].

RBW: network bandwidth ratio defined by users.

e weighting;: the weight model for server i such that 1 <i <n.

e newPT;: the next job size for server i.

RMem.

To determine the initial block size, we set an upper bound that is dependent on the
relation between the client’s maximum bandwidth and the number of replica sources.
Though multiple replicas can be downloaded in parallel, the gathered portions of files
from different links must be transferred to the client in a single link. It is clear that the
client’s bandwidth could be a bottleneck in co-allocation architecture. The formula
for upper bound is:

initial PT < ClientMaxBandwidth/Number of Replica Source )

We proposed a replica selection cost model in which we defined a formula for
calculating the weighting. First, we get a score based on the states of the various
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server devices:

SCOrej — PiCPU X RCPU + PiMCm X RMem + PiBW X RBW,

and RCPU + RMem + RBW :1 (2)

After getting the scores for all server nodes, the system calculates the weighting;:

n
weighting; = Score; / ZScorek 3)
k=1

The weighting is then used to determine the size of the next job:
newPT; = ClientBandwidth x weighting; @)

where newPT; denotes the next job size for server i, and ClientBandwidth denotes
the current client bandwidth.

When server i finishes transferring of a block, it gets a new job whose size is
calculated according to the real-time status of server i. Each time, our strategy dy-
namically adjusts a job size according to source device loading and bandwidth. The
lighter the loading a source device has, the larger job size is assigned. Figure 6 shows
a flowchart illustrating this new strategy.

Next, the average transfer rate of all replicas can be calculated by total transferred
file size divided the cost time ratio of combination of CPU, memory, and network
bandwidth. We used the dynamic adjustment strategy with various sets of replica
servers and measured overall performances, where overall performance is:

Total Performance = File Size/Total Completion Time ®)

4 An efficient toolkit: cyber-transformer

We gave experimental results for cyber-transformer, a powerful new toolkit for replica
management and data transfer in data grid environments. It not only can accelerate
data transfer rate, but can also manage replicas over all various sites. The friendly
interface enables users to easily monitor replica sources, and add files as replicas
for automatic cataloging by our replica location service. Moreover, we provide a
function for administrators to delete and modify replicas. Cyber-transformer can be
invoked with either the logical file name of a data file or a list of replica sources host
names. When users search for a file by its logical file name, cyber-transformer queries
the replica location services to find all the corresponding replicas, and contacts each
replica source to start parallel transfers. The file is then gathered from replica sources
and finally combined into a single file.

4.1 System components

Cyber-transformer is implemented in the Java Cog Kits [13] library. Figure 7 shows
the system stack of cyber-transformer, consisting of three integrated mechanisms:
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Fig. 6 The flowchart of dynamic adjustment strategy

(1) information service, (2) replica management service, and (3) data transfer service.
It also includes a friendly GUI for inexperienced users who may not be familiar with
data grids.

The interface consists of three parts: (1) information monitor, (2) replica manager,
and (3) GridFTP browser, to simplify replica management and data transfers. With
the intuitive interface, users can easily invoke the services to transfer data without
delay. Figure 8 shows the Cyber-Transformer system components and the three main
services they provided.
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Fig.7 The system stack of
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Fig. 8 The components of cyber-transformer

e Information service: This service is invoked by the information monitor and pro-
vides replica sources statuses allowing users to monitor all replica source sites in
the data grid. Sites status, such as CPU loading, free memory, hard disk free space,
and bandwidth, are gathered by the information service and reported to the infor-
mation monitor.
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e Replica management service: This serves as middleware between users and replica
databases. It enables convenient user replica searches by listing logical file names
and replica source host names. Users can also easily upload files as replicas, and
mark the importance of these files.

e Data transfer service: This is the most important cyber-transformer service, and
is easily summoned through the GridFTP Browser. Our dynamic adjustment strat-
egy is integrated into it, and an “option” function enables users to compensate for
various data grid environment conditions by adjusting transfer factors such as ma-
chine loading, bandwidth, partition size, and stripe numbers, thus accelerating data
transfer rates.

4.2 System transaction flow

Figure 9 shows the cyber-transformer transaction flow. Users must first pass the grid
proxy certification provided by Simple CA to get access to the grid. They may then
connect to any data grid site via the GridFTP browser. The system automatically
authenticates site certifications as connections are made. The security mechanism of
our grid environment is depicted below.

Steps 4 and 5 show how users query the replica location service for replica in-
formation, and the replica location service reports on requests. The system ranks all
replica servers according to our replica selection model and users can then choose the
better servers for parallel downloading.

The data transfer service is invoked in Step 6. Information about the replicas cho-
sen by the user is picked up by the GridFTP job controller. The controller then dy-
namically adjusts replica transfer job sizes according to the conditions presented in
the information. Job sizes are continually adjusted until all transfers have been com-
pleted. The portions from the various replica sources are then gathered into complete
file.

To enable users lacking deep knowledge of data grids to easily download and
manage files in data grid environments, we developed a user-friendly GUI for cyber-
transformer. It is implemented in the Java CoG library (see below), and it can be
executed on any operating system with JVM. Figure 10 and Fig. 11 show part of the
file download operating process.

4.3 Improvements in Java CoG for parallel downloading

In [17], the author proposes a co-allocation cost model. He defined that clients down-
loading datasets using GridFTP co-allocation technology incur three time costs: the
time required for client authentication to the GridFTP server, actual data transmis-
sion time, and data block reassembly time. Our approach can reduce the data block
reassembly time to zero. A function in cyber-transformer allows delivered file por-
tions to be written to one destination file in parallel without extra overhead.

The Java Commodity Grid Kit (Java CoG, http://www-unix.globus.org/cog/) com-
bines Java technology with grid computing to develop advanced grid services and
accessibility to basic Globus resources. It allows easier and more rapid application
development by encouraging collaborative code reuse and avoiding duplication of
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Fig. 9 The cyber-transformer transaction flow

effort among problem-solving environments, science portals, grid middleware, and
collaborative pilots.

The Java-based application uses the Java CoG kit to connect to the grid system.
The key characteristics include: GridProxylnit, a JDialog for submitting pass phrases
to grids to extend certificate expiration dates, GridConfigureDialog uses the UITool
in the CoG Kit to enable users to configure process numbers and host names of Grid
servers, and GridJob, which creates GramJob instances. This class represents a simple
gram job and allows for submitting jobs to a gatekeeper, canceling them, sending
signal commands, and registering and unregistering from callbacks. The GetRSL,
RSL provides a common interchange language to describe resources.

The Java CoG GridFTP API does not support downloading files in multiple
streams and simultaneously writing them to the same file, which causes some com-
bination overhead after all transmissions. Thus, we needed an effective method for
writing to a file in parallel. To resolve the situation, we analyzed and rewrote the Java
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Fig. 10 Searching for replicas to download

CoG GridFTP codes. We found that the GridFTP write file offers a class that can use
FileRandomlIO. The class code is listed below.

public synchronized void write(Buffer buffer) throws IOException {
long bufOffset = buffer.getOffset();

if (bufOffset == -1) {
if (file.getFilePointer() != this.offset) {
throw new IOException(“Invalid offset: ™ + bufOffset);
}

} else {

file.seek (bufOffset) ;

file.write(buffer.getBuffer(), 0, buffer.getLength());
this.offset += buffer.getLength() ;
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Fig. 11 The file download process

The class, RandomAccessFile in file.seek(bufOffset) provides a function that
can change the write pointer. This allowed us to write another class to inherit
FileRandomIO from Java CoG, and overwrite the method, public synchronized void
write(Buffer buffer). We also added a method to change the write pointer. This gave
us more transmission time to write data to a file at the same time. All streams write

to assigned file positions, not to the beginning of the

file. That does not affect other

streams transferring data and writing files. The new code after our changes is listed

below.

protected long filePointer;

/**
* set write pointer

* @param filePointer write pointer
*/

public void setFileOffset(long filePointer)
this.filePointer
}

filePointer;
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/**
* Overwrite FileRandomIO,enable to change write pointer
*/

public synchronized void write(Buffer buffer) throws IOException {
long bufOffset = buffer.getOffset();

if (bufOffset == -1) {
if (file.getFilePointer () != this.offset) {
throw new IOException(“Invalid offset: ™ + bufOffset);
}
} else {

file.seek(filePointer + bufOffset);

file.write(buffer.getBuffer(), 0, buffer.getLength());

this.offset += buffer.getLength();

Because the network environment is the key point affecting file transfers, we need
to measure the bandwidth between the client and a desired node. Using another tool
to measure the network environment between a client and a GridFTP server would
be very inefficient; so, the need is to measure the current transfer speed according to
the transmission volume during file transfers. The transfer part of Java CoG offers the
interface, DataSink, which allows applications to decide which methods to use when
writing files. We added some code to measure file transfer speed to this interface, and

the resulting code is listed below.

DataSink lo_DataSink = new DataSink () {

public synchronized void write(Buffer buffer) throws
IOException {
long size = buffer.getLength() ;

fileRandomIO.write (buffer) ;

long end = System.currentTimeMillis();
rate = size / (end - start);
start = end;

public void close() throws IOException {
fileRandomIO.close() ;
Y
Y
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The boldface type shows that the key point in measuring the current transfer speed
is using time difference and file-writing duration. This gives the transfer speed during
file transfers, thus there is no separate reassembly time cost. We overcome one co-
allocation shortcoming, and the completion time is just the sum of the authentication
and data transmission times.

5 Experimental results and analysis

In this section, we discuss the performance of our recursive-adjustment co-allocation
strategy. We evaluate four co-allocation schemes: (1) brute-force (Brute), (2) history-
based (History), (3) conservative load balancing (Conservative), (4) aggressive load
balancing (Aggressive) and (5) dynamic adjustment strategy (DAS). We analyze the
performance of each scheme by comparing their transfer finish times, and the total
idle time faster servers spent waiting for the slowest servers to finish delivering the
last block. We also analyze overall performances in the various cases.

5.1 Input parameters

We used the following experiments to determine input parameters for the three factors
in our strategy: CPU idle state, memory free space, and network bandwidth, and
assign ratios to each of the factors.

At first, to determine the effect of network bandwidth on transfer rates, we mea-
sured average rates using various bandwidth ratios. As Fig. 12 shows, there was little
difference for small file sizes, however, as the file size was increased, a curve became
apparent. The transfer rate decreased at bandwidth ratios smaller than 0.6; the peak
transfer rate occurred at a ratio of 0.8. This means that we set R°FU, RMEM 354 RBW
in the ratio 0.1:0.1:0.8.

In the second experiment, we assessed the effect of CPU computing power on
transfer rates. We used three machines with different CPU types, memory sizes fixed

‘—0—1OOMB —0—500MB  —a— 1000MB +2000MB‘

Average Transfer Rate(MB/s)
O =~ N W b 00 O N

0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1
Ratio of Network Bandwidth

Fig. 12 The partition size evaluation result
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Fig. 14 Comparison of different memory sizes

at 512 MB, and the same bandwidth: M1, an Intel Celeron 1G; M2, an Intel Celeron
1.7G; and M3, a P4 3G. We set the three machines up as GridFTP sites and measured
the average transfer rates for a 500 MB file download from each site to determine
performance. The results in Fig. 13 show that the more powerful CPUs performed
better, but the increase in efficiency was not proportional to the increase in CPU
computing power.

In the third experiment on memory size, we used one machine with different mem-
ory sizes as a GridFTP server to measure the relation between memory size and trans-
fer rate performance. The results in Fig. 14 clearly show that increasing memory size
has no obvious effect on transfer performance.

The results show that more CPU computing power and larger memory size will
improve transfer rates, but not by much. We believe that bandwidth is the most im-
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Fig. 15 Our data grid testbed

portant factor affecting transfer rate, and that the bandwidth ratio should be set larger
than the other two factors. CPU power and memory size can be used to make a dif-
ference when the bandwidths of several servers are very close.

5.2 Experimental environments

We performed wide-area data transfer experiments using our GridFTP GUI client
tool. We executed our co-allocation client tool on our testbed at Tunghai University
(THU), Taichung City, Taiwan, and fetched files from four selected replica servers:
one at Providence University (PU), one at Li-Zen High School (LZ), and the other
one at Hsiuping Institute of Technology School (HIT). All these institutions are in
Taichung, Taiwan, and each is at least 10 km from THU. Figure 15 shows our data
grid testbed, and Table 1 is the detailed listing. All servers had Globus 3.2.1 or above
installed.

In the following experiments, we set , and in the ratio
0.1:0.1:0.8. We experimented with file sizes of 10 MB, 50 MB, 100 MB, 500 MB,
1000 MB, 1500 MB, and 2000 MB. For comparison, we measured the performance
of conservative load balancing on each size using the same block numbers.

Table 2 shows average transmission rates between THU and each replica server.
These numbers were obtained by transferring files of 100 MB, 500 MB, 1000 MB,
and 2000 MB from a single replica server using our GridFTP client tool, and each
number is an average over several runs.

RCPU RMEM RBW

5.3 Results and analysis

We examined the effect of faster servers waiting for the slowest server to deliver the
last block for each scheme. Figure 16 shows total idle times for various file sizes. Note
that our Dynamic Adjustment Strategy performed significantly better than the other
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Table 1 Detailed list of our Data Grid testbeds

Site Hostname CPU Type Clock RAM NIC Linux Globus
(MHz) kernel version
THU deltal Intel Pentium 4 3001 1GB 1G 2.6.12 4.0.1
THU delta2 Intel Pentium 4 3001 1GB 1G 2.6.12 4.0.1
THU delta3 Intel Pentium 4 3001 1GB 1G 2.6.12 4.0.1
THU deltad Intel Pentium 4 3001 1GB 1G 2.6.12 4.0.1
LZ 1z01 Intel Celeron 898 256 MB 10/100 2.4.20 321
LZ 1202 Intel Celeron 898 256 MB 10/100 2.4.20 3.2.1
LZ 1z03 Intel Celeron 898 384 MB 10/100 2.4.20 3.2.1
Lz 1z04 Intel Celeron 898 256 MB 10/100 2.4.20 3.2.1
HIT gridhit0 Intel Pentium 4 2800 512 MB 10/100 2.6.12 3.2.1
HIT gridhitl Intel Pentium 4 2800 512 MB 10/100 2.6.12 3.2.1
HIT gridhit2 Intel Pentium 4 2800 512 MB 10/100 2.6.12 3.2.1
HIT gridhit3 Intel Pentium 4 2800 512 MB 10/100 2.6.12 3.2.1
PU hpc09 AMD Athlon XP 1991 1 GB 1G 2.4.22 321
PU hpc10 AMD Athlon XP 1991 1GB 1G 2.4.22 321
PU hpel1 AMD Athlon XP 1991 1GB 1G 2.4.22 3.2.1
PU hpcl2 AMD Athlon XP 1991 1GB 1G 2.4.22 321

Table 2 GridFTP end-to-end

transmission rates from THU to ~ Replica server Average transmission rate
various servers

HIT 61.5 Mbits

LZ 49.5 Mbits

PU 26.7 Mbits

schemes on every file size. These results demonstrate that our approach efficiently
reduces the differences in servers finish times.

Figure 17 shows total completion times in a detailed cost-structure view. Servers
were at PU, LZ, and HIT, with the client at THU. The first three bars for each file size
denote the time to download the entire file from single server, while the other bars
show co-allocated downloads using all three servers. Our co-allocation strategy fin-
ished the jobs faster than the other strategies, and there was no combination time cost.
Thus, we may infer that the main gains our technology offers as a result of the mod-
ifications we presented in Sect. 4.3 are no combination time, and faster transmission
than other co-allocation strategies.

Table 3 lists all experiments we performed and the sets of replica servers used.
The results in Fig. 18 show that using co-allocation technologies yielded no improve-
ment for smaller file sizes such as 10 MB. They also show that in most cases, overall
performance increased as the number of co-allocated flows increased. We observed
that for our testbed and our co-allocation technology, overall performance reached
its highest value in the DAS2_2 case. However, in the DAS3 case, when we added
one flow to the set of replica servers, the performance did not increase. On the con-
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Fig. 16 Idle times for various methods; servers at PU, LZ, and HIT
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Fig. 17 Completion times for various methods; servers are at PU, LZ, and HIT

trary, it decreased. We can infer that the co-allocation efficiency reached saturation
in the DAS2_2 case, and that additional flows caused additional overhead and re-
duced overall performance because the PU file site had worse network bandwidth,
and DAS2_1 choosing PU for file transfer led to the differences between DAS2_1 and
DAS2_2. This means that more download flows do not necessarily result in higher
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Table 3 The sets of replica

servers for all cases Case Replica servers
PU1 PU
LZ1 LZ
DAS2_1 PU,LZ
DAS2_2 LZ, HIT
DAS3 PU, LZ, HIT

OPU1 @LZ1 @DASZ_1 ODAS2 2 ODAS3
70 —

50 H

40

30

20

10 H

Overall Performance (Mbps)

500 1000 1500 2000
File Size (MB)

Fig. 18 Overall performances for various sets of servers

performance. We must choose appropriate numbers of flows to achieve optimum per-
formance.

In the final experimentation, two data transfer scenarios are performed by using
our cyber-transformer for file download in parallel. Scenario one is used to conduct
the file transfer performance by downloading 1 GB data in LAN environment in THU.
And scenario two is used to conduct the file transfer performance by downloading
2 GB data in WAN environment (THU-HIT-LZ-PU) in a real grid. The performance
is shown in Fig. 19.

By comparing testing result of the two scenarios there was something difference,
as shown in Fig. 20. With less network transformation interference, the overall perfor-
mance will be decreased 41% and 39%, respectively, when the testing environment
was changed from LAN to WAN with brute-force and history schemes. In contrast to
the aggressive and our DAS schemes, due to the main design consideration of those
two schemes was to reduce link down and exactly dispatch future working load when
progressing, there was no obvious performance decrease when the testing environ-
ment changed from LAN to WAN.
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Fig. 20 The rate of overall
performance downgrade
between LAN and WAN
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6 Conclusions

Using the parallel-access approach to downloading data from multiple servers re-
duces transfer times and increases server resilience. The co-allocation architecture
provides a co-ordinated agent for assigning data blocks. A previous work showed that
the dynamic co-allocation scheme leads to performance improvements. However, it
cannot handle the idle time of faster servers having to wait for the slowest server to
deliver its final block. This paper proposes the dynamic adjustment strategy (DAS) to
improve file transfer performances using the co-allocation architecture in data grids.
In our approach, the workloads on selected replica servers are continuously adjusted
during data transfers, and our approach can also reduce the idle times spent waiting
for the slowest servers, and thus decrease file transfer completion times.

We also developed a new toolkit, called cyber-transformer that enables even inex-
perienced users to easily monitor replica source site statuses, manage replicas, and
download files from multiple servers in parallel. Experimental results show the effec-
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tiveness of our proposed technique in improving transfer times and reducing overall
idle time spent waiting for the slowest servers. We also discussed the cost of combina-
tion time and provided an effective improvement. In future work, we will investigate
providing more functions for our user-friendly interface, for example, auto parame-
ters input and auto scan to find better replica servers for downloading. We also plan
to improve replica management, especially on the problem of replica consistency.
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