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Abstract

A class of robust model selection criteria minimizing a risk for the data
with correlated errors is proposed. A simulation study was conducted. The

proposed criteria performed better than the non-robust ones.
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The foundations of modern robustness theory were laid by Huber (Annals
of Mathematical Statistics, 1964) as indicated by Hampel et al. (Robust

Statistics: The Approach Based on Influence Functions, 1986, p. 172). The

asymptotic minimax approach is mathematically rigorous and elegant.



Another approach to robust estimation using M-estimators subject to low
gross-error sensitivity or bounded influence has been proposed by Hampel
(see Hampel, Journal of American Statistical Association, 1974; Hampel et
al., 1986, Theorem 1, p. 117, p. 241; Robust Estimation and Testing,
Staudte and Sheather, 1990, Theorem 4.3, p. 115). The bounded influence
approach has been successfully applied to a variety of statistical models,
including linear regression and generalized linear models. In the location
case, the optimal bounded influence M-estimator can be Huber estimator
given the specific underlying distribution.

On the other hand, a class of regression model selection criteria for the data
with correlated errors was proposed in Wei (Annals of the Institute of
Statistical Mathematics, 2009). The proposed selection criteria are the
generalizations of several commonly used criteria in statistical analysis,
including GCV (Craven and Wahba, Numerische Mathematik, 1979), AIC
(Akaike, IEEE Transactions on Automatic Control, 1974), T (Rice, The
Annals of Statistics, 1984), FPE (Akaike, Annals of the Institute of
Statistical Mathematics, 1970), nS (Shibata, Biometrika, 1981) and U
(Hocking, Biometrics, 1976). The theoretical and asymptotic properties for
the class of criteria are established. Several applications are also given for a
variety of statistical models. A thorough robust analysis for different
selection criteria could be helpful. The goal is to find the robust model
selection criteria minimizing a risk. Furthermore, a thorough simulation

study can be conducted for illustration.
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The minimum risk bounded (MRB) function is defined. The proposed
robust model selection criteria method is the MRB function among a class
of functions. In addition, a thorough simulation study for the associated
method was conducted in the master thesis of Wei-Ting, Chiu, Tung Hai
University. The proposed robust model selection criteria method performed

better than the non-robust ones.
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The article has been under revisions.
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