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Abstract

In wireless sensor networks (WSN), the base stagiays an important role
which needs to collect data from all sensor nodgdayed in a wide region. Once
the base station is destroyed, it cannot work nlymaee., it cannot receive data
from sensor nodes, and also cannot send data terthénal server. The wireless
sensor networks will lose its function of collegtidata. Any malicious person can
locate the base station, then attack or destrdg dlamage the entire wireless
sensor network. How to protect location of the bsts¢ion and make it hard for
the malicious person to find the base stationesptiimary objective of this study.
Meanwhile, when the range of wireless sensor nétwwecomes larger, the
routing path becomes longer and packets need tbrgagh many nodes to reach
the base station, and the node energy will be coadwery fast. In order to take
into account the base station and the lifetimehefrietwork, we employ a mobile
base station scheme to enhance the anonymity &f ftason and prolong the
lifetime of wireless sensor networks by distribgtinaffic in networks.

In the simulations, we divided the wireless semsiworks into 3x3, and 5x5
cells. Experimental results show that our propasethod not only increases the
anonymity of the base station but also greatlyqrgs the lifetime of the network.
We also observe that when the scale of the nodéseafietwork becomes larger,
the method is more effective. We can also adjestréquency of movement as 30
minutes, 60 minutes, or 90 minute to improve thengmity of base station as
needed.

Keywords: WSN, mobile sink, privacy protection, anonymitfetime
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Chapter 1 Introduction

In recent years as the rapid development of wisetetworks, and advanced
micro-electromechanical manufacturing technologlgiclw not only significantly
reduce the cost of wireless devices, but also munie the device, the wireless
device is suitable for environmental detection amzhitoring, and as the result,
the applications of wireless technology are morteresive. The wireless network
standards|EEE802.15.4 commonly known as wireless sensor ortvi\WWSN)
[1], because it can be used in many areas sucheasftice building, hospital,
home environment, wildlife habitat or military esliashment. With its technology
to realize indoor positioning, data sensing (faghtj sound, vibration and
temperature, etc.) and collection, the applicat@id/SN is unlimited.

In wireless sensor network, the base station igrtbst important device that
is responsible for collecting sensor data fromnaltles. It can be seen that once
the base station does not operate properly, theoserodes will not be able to
forward messages to the base station, the basenstatl be also unable to send
data to the server, and the network will lose tingcfion of collecting data. For
this reason, the base station is vulnerable toamwalks actions that either remotely
attacks the base station through networks, or fictsial position of the base
station and damages it directly. Above mentionetiaas actions do not require
take down all the sensors in wireless sensor n&sy@nd so these methods of
attack are very economical and save time and ¢bstrefore, to prevent leakage
of the location of the base station is the primabjective of high-security

wireless sensor networks, which ensure that bagmmss are less vulnerable to



attacks and provide normal functions and services.

1.1 The anonymity of base station

From the point of view of the attackers, how tadfthe location of the base
station in wireless sensor network is the primdsjective that must be addressed.
Such attackers may have powerful equipments, ssiehnegh-power antenna, or a
laptop which has enormous computing capability. yTheaybe go around the
environment for eavesdropping packets in WSN, aralyae the network traffic

to find the location of the base station, as showrigure 1.

< Enemy _
~ -

—

) Sensing range of enemy

—

Figure 1: Description of activities of the maliceoperson

Wireless sensor networks have two characteristics: base station in

wireless sensor networks must collect informatiamf other sensor nodes; and
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each sensor node needs to send data by a fixedhoplpath to transmit packets
of data to the base station. Based on these twacieaistics, a malicious person
can observe the data packets flow in the networistonate the location of the
base station. As shown in Fig. 2, the neighborhefbase station are responsible
to forward packets to the other sensor nodes.Haravords, all routing paths are
joined at the area around the base station. Thexafodes around the base station
receive and transmit more packets than othersilas® nodes are responsible to
the majority of network traffic and so they shoveduent activities. For this
reason, the area around the base station tendsdot dhe attention of malicious
persons. Even if the range of WSN are deployed wdadely, as long as the
attackers can keep track of flows of the particpiacket, and analyze the activity

of nodes step by step, they will be able to lotaéebase station.

* Wo

@ Hotspots * Events

Figure 2: Data transfer in WSN
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In order to avoid exposing the location of sink,nmaesearchers propose to
overcome this problem by increasing the anonymitysiok [2-7]. A clear
definition of anonymity, including identity, rolend position of the base station is
also given [8]. Several mathematical models usedstonate anonymity can be
applied directly to existing WSN. In addition, tohr@nce the anonymity of the
base station [9-11], many methods are proposedexXample, k-anonymity, and
Base-station Anonymity (BAR) boost the base statianonymity via
re-transmission [9][10]. Acharya et al. employedck®t retransmission to
randomly or periodically send packets from the bsts¢ion to distribute traffic
flow and make it hard to decide whether a regiameigr the base station or not [4].
However, such practice of packets retransmissiasasthe neighbors of the base
station subject to more traffic. It not only incsea additional communication
costs, but also leads to consumption of limitedgnef the neighboring nodes of

the base station.

1.2Prolonging lifetimein WSN by mobile sink

There are many ways to extend the life time of \@gge sensor networks,
through appropriate configuration of coverage ofsge nodes, or limitation of the
antenna power to save power consumption. In regeats, many researchers
have proposed the mobile base station method eméxhe network lifetime and
increase service time of WSN [12-19]. These resemrassume that the base
station is deployed in a mobility device, such ashicle, moving with a certain

speed. So the base station can be periodicallepiged to varied position. It
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can move to areas with lower activity in order istribute traffic flows in WSN,
as shown in Figure 3, in which the base stationasakdecision to move to a new
location. Thus the original routing paths will clganwith the location of the base

station, and WSN needs to re-generate new routitigsp

| @ Hotspots ——p> Moving path

Figure 3: Description of mobile sink

There are two motives for re-locating the baseimstatFirst, it improves
tracking difficulty by moving the base station. 8ed, it adjusts the distribution
of network traffic to prolong the service time ofSN. To select the appropriate
new location of the base station is a challengimgblem, as stated in the
following:

1. How: first of all, the system must decide hovetmtrol data traffic flow of

13



the entire wireless sensor network.

2. When: the base station need to decide when -tocate to the new
location.

3. Where: the base station should select its neatilan.

4. During the movement of the base station, howstresor nodes forward
data to the mobile base station is a complex prolalae to the change of routing
paths.

The mobile base station decides the suitable estibn to adjust the status
of wireless sensor networks by enhancing the andgyoh sink, or varying the
routing paths of sensor nodes to extend the selifetiene of WSN.

In the process of moving the base station, the ocsensdes can not
immediately get information of the new locationtbé base station, and the data
routing path is not changed that will cause datke® loss since the data packets
transmitted from nodes are not forwarded corretdlythe base station. At the
same time, the nodes also consume more energyabfixep retransmissions. We
propose a method to overcome this problem: sermdeastop transmitting data
and wait for a while until the mobile base statieaches the new location. After
configuring the base station with a new topologyréceive data from sensor
nodes, sensor nodes can re-forward data packetsebgew routing path. This
method reduces packet loss by delaying the tinferafarding packets to the base

station and it extends the service lifetime oftdmget nodes.
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1.3The outline of this study

The rest parts of this thesis are arranged aswslldn the first section of
Chapter 2, the background of the research williseugsed; in the second section
of Chapter 2, strategies for movement of mobileebstations and strategies on
improvement of the networks lifetime will be dissad. Chapter 3 illustrates the
research method, including problem definition, &ma&lstrategy of the base station
movement to achieve two advantages: high-anonyWiBN, and increase of the
lifetime of the network. Chapter 4 shows the expental environment setting
and experimental results to prove that our propasethod can improve the
anonymity of the base station and prolong and #tevork lifetime. Chapter 5

concludes this thesis by summarizing our studydisclissing of the future work.
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Chapter 2 Background

2.1 Thewireless sensor networ k

A wireless sensor network consists of a lot of eensodes to monitor and
measure sound, light, air vibration or temperatate, They also send data to the
base station with simple computing and wireless reamication capabilities. In
order to achieve a large scale of deployment, éms@ nodes have low cost, low
power, small size and easy to deploy features laeyidan be used in a hospital, in
the military, the warehouse, and at home for mamage and automation.
Nowadays, ZigBee is refered to the wireless senstwork, rather than Wireless
Ad-hoc Network (WANET), although both have simiktructure, but there are
many different natures between them. The focusisf $tudy is on the ZigBee

applications.

Figure 4: Applications of ZigBee
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In December 2004, the official version for the ZegB1.0 specification was
released by the ZigBee Alliance [1]. The alliancaswinitially set up by
Honeywell, Invensys, Mitsubishi, Motorola and PRpslj and the number of
alliance members so far has more than 200 compangkgxtends to 26 countries.
The name idea of ZigBee is by the bees: the begydbie Z-shaped fly to inform
peers of the pollen. The development objectiveisreate the wireless network
with a low data transfer rate, low power and lownpdexity. It can work for at
least a few months or even for a year with a batt€he ZigBee has three

characteristics, as detailed below:

1. Low power consumption
The low data transfer rate of Zigbee devices letrttsend and receive
data by less time. They are in the non-operatingenwhen the device is
in the sleep mode. To send and receive data, tlieywake up again. In
the sleep mode, the device consumes very low poadt, it allows
ZigBee to operate on only batteries for several thor even up to one

year.

2. High reliability
ZigBee employs a collision avoidance mechanism hen NMAC layer.
When a node receives a packet, it sends a confomahessage to
inform the sender. If the sender does not receisenfirmation message,
which means that the packet collided with otherkpts; then it will

retransmit the same packet. The collision avoidaneehanism increases
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reliability of the transmission system.

3. High scalability
In order to achieve the aim of wide deployment,igB&e network can
support up to 255 devices to each communicatidktsjiand the network
can be expanded up to thousands or even tens wahds of devices by

using a ZigBee network coordinator.

ZigBee is a specification based on the IEEE 802.%breless standard that
employs the standard of low-rate wireless persanah networks (LR-WPANS)
such as physical layer (PHY) and media access aolayer (MAC). ZigBee
operates in three radio bands. The MAC layer pewitlow control, network
organization, and data encryption (AES-128) sebricEhe radio band of its
license-free radio channels and the applicatioasasge as shown in Table 1, and

its transmission range is from 10 to 75 meters.

Table 1: Operation bands of IEEE 802.15.4 spetitina

Operation Bands 868.0-868.6 MHz 902-928 MHz 2.4-2.4835 GHz

Area Europe Americas Worldwide

Channedls 1 10 16

Datarate 20 Kbps 40 Kbps 250 Kbps

18



While ZigBee and IEEE 802.15.4 architecture is Emibut there are some
different as shown in figure 5. In November 200f@e tAlliance completes

development of ZigBee 2.0 specification to provwere function of networks.

i User

A
ZigBee
MAC Layer
IEEE
PHY Layer 802.15.4
2.4 GHz 868/915 MHz v

Figure 5: The relationship between IEEE 802.15d ZigBee

ZigBee supports the star topology, mesh topolodgo(&nown as point to
point), and cluster tree topology networks as shawhigure 6. There are three

types of network devices:

® ZigBee coordinator (ZC)
It is the most power among these three device=zartbe used as the root of
the network tree and can also be used as routertheofnetwork. The
coordinator has more memory than the other twostyped it has greatest
computing and power supply abilities. There is oohe coordinator in a

network.
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® ZigBee Router (ZR)
The ZigBee router can act as a relay router asdawator, but it has limited
computing capacity and power. It can immediateljnownicate to all types
of device, and relays data from other devices edothse station.

® ZigBee End Devices (ZED)
It contains the least functions. A router can oodynmunicate with parent
nodes (ZigBee routers only), and it has least mgn®w it is less expensive
than the ZigBee coordinator and router. The endcdewgannot relay data
from other devices to reduce the cost and setupplsoty. It is suitable for

simple applications because it can switch to teepsinode to save energy.

(A)

©

O Router
O End device

Figure 6: Topologies of ZigBee: (a) Star topolobgy Nesh topology (c) Cluster
tree topology

In Figure 6 (a), the devices in a star topologgctly communicate with the

central coordinator of the network. In this cabe, ZigBee coordinator is the most

20



powerful device in the network, and the other desviare only equipped with
batteries to maintain operation. The star topolisgyore suitable for applications
in smaller areas such as home. Figure 6 (b) shoatsthhe mesh topology allows
nodes transmit and relay by multi-hops to reachzigBee coordinator. The mesh
topology provides high reliability structure withszalable range. Figure 6 (c)
shows a cluster tree topology, in which most deviaee ZigBee routers. The
ZigBee routers have communication links to ZigBee éevices as leaf nodes,
and relay data to the ZigBee coordinator. The mgutare responsible for
communicating with the coordinator. There is onlyeocoordinator for each
network (the black node in Figure 6). The advantigée cluster structure is that

it can increase the range of the radio signal @myefor data communication.

2.2Related works of privacy protection for base

station

In the past wireless sensor network researches feeused on solving the
energy consumption and reducing the computatioblenas, but in recent years,
the privacy of the information transmission hasdgadly received attention. For
wireless sensor networks to carry data through l@seeradio signal, how to
achieve privacy protection is a very challengingbbem. This section describes

related research and classifications of the priyaoyection for the base station.

2.2.1 Classification of privacy protection in WSN

This section describes the classification of pywpmtection technology. Li

et al. divide the privacy protection into severalegories [2], as shown in Figure
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7. It shows two main categories: one for data pyyéhe other for the context of
privacy. The data privacy-oriented protection pded the security of data. On the
other hand, the privacy is for the contextual infation such as the location and
time of packets sent, network traffic flow. Becauke information of WSN is

transmitted via the radio signal that may davesdroppedby anyone, these two
categories are likely to be attacked through thevork analysis to obtain more
information. Figure 8 describes the two attacksnelg data analysis attack and
traffic analysis attack [2]. For the data analyattack a compromised node is
placed in the wireless sensor network to get thesisee data by decrypting

received packets. On the other hand, the datactiafialysis attack is not able to
decrypt packets, in other words such attack cay tmalck the traffic flow to

analyze network characteristics by eavesdropping.

Privacy protection
of WSN

Data-oriented Context-oriented
privacy privacy
[ Data ] [ ] [ Location ] [ Time J
. Data query . .
aggregation privacy privacy

Base |
| station |

[- Research of the paperJ

| Local | Global

| enemy | | enemy |
N —— — ——

Figure 7: Privacy protection classification
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Traffic analysis
attack

4

Data decryption
attack (

.__ _>. 7777777 < .4——'4——'Eventnode

Compromise node

Figure 8: Two types of attacks on privacy protattio
® The purpose of data-oriented privacy protection

The data-oriented privacy protection aims to protée privacy of data

content, the meaning of "data" is not just the rinfation collected by nodes,
but also includes other information such as quang acknowledgement of
received packet. As WSN is applied to monitor pateonditions, the sensed
data of patient's blood pressure, heartbeat, bexypérature, and the query
message is produced by sensor nodes if the patiakés an urgent call. If

such data and messages are eavesdropped by malméosons who are

interested in the patient, the patient’s safety tv&yn jeopardy.

Malicious people may come from different places arel generally divided
into two types. The first type is the outside enewlyo eavesdrops the radio
signal to get the packet, and so this type of enaawy be effectively
prevented by employing traditional cryptographidhesmes. The internal
enemy is the second type of enemy who has powaility to crack sensor

nodes, and put a compromised node to decrypt tteviexl packets, So the
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traditional cryptography cannot be used to effedyiyprevent such enemy.

The purpose of context-oriented privacy protection

The context-oriented privacy protection allows pobing the characteristics
of wireless sensor networks from readily exploitngmalicious person who
is interested in the network. The characteristictude location information,

events occurring time, or data transmitting time. the wireless sensor
network, there are important devices such as tke btation, the cluster head
and event nodes that need privacy protection taddeaking information of

nodes locations to the enemy. Time of privacy essuhat the time of

occurring events on sensor nodes is not leakedalicious person gets the
event generation time of nodes, he may track attifyethe event target, and
even predict target movement without the need tdertstand the content of

the packet.

Same as data-oriented privacy, the context-orieptedcy is subjected to
the external and internal enemies. The existingaiehes have focused on
how to guard against the external enemies. Accgrtbntheir capacity, the
external enemies are classified as local and glebamies, as shown in
Figure 9. With limited capacity for eavesdroppititg local enemies can just
observe a small area of networks. In contrast,dglobal enemy is rather
powerful, may be equipped with signal amplifiensgdahus has broader area

for eavesdropping, even over the entire network.
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Figure 9: Distinct ability of two types of enemies

2.2.2 Privacy protection of base station

The base station not only is responsible for ctligcthe data from the
sensors, but also is a gateway to the external ankiwin general, security
schemes assume that the base station is safenteitiee base station is attacked
by malicious person, it may fail to work and withpact the whole network.
Hence, to keep the network work properly, baseostagecurity is very important.
This section will introduce location privacy-reldteesearch of the base station to

understand what technology can defend the locabotzhl enemies.

2.2.2.1 Guard against local enemies

To protect the information of location of the basdation to resist the local

enemy, one needs to address two problems [5, 9, 10]

® First, the data packets contain information of tmraof the base station,
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the packets need to be encrypted by pair-wise &éyde information of
the base station.

® Secondly, by eavesdropping the time of packet tngsson, the local

enemy can observe the relation between the sendereaeiving nodes
to infer the routing path and locate the base staby a complete
routing path.

The first types of problems can be effectively aeene by use of
cryptographic techniques. In contrast, to solve skeond types of problems,
researchers have proposed the following techniques.

1. Making changes in packet encoding by re-encryption

The approach is similar to the anonymous routinthefwired networks.
In 2006 Deng et al. proposed that packets can {emeg/pted during
each transmission as shown in Figure 10 [5]. Thexhmnism avoids
leakage of base station location by changing emncpdif the same
packet hop-by-hop, hence the enemy cannot tracesdinee packet

through the routing path by eavesdropping.
()

Event occurs

Figure 10: Re-encryption of the same content packet
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3.

Multi-neighbors routing scheme

Deng, R. Han, and S. Mishra et.al proposed a meltghbors routing
scheme to distribute traffic load [5, 9, 10], a®wh in Figure 11(b).

That means the routing path of a packet has mae dme paths, and
every sensor can select one of its neighbors &y relpacket toward the
base station. The scheme enhances security omaf@n of location

of the base station to prevent enemies from findinlgrough tracing a

packet.

(] (] (o))

O

Source node Source node Source node

(a) (b) (©)

Figure 11: Technologies to resist traffic attack

Employment of random walk routing
Y. Jian et al. proposed a random walk routing thassifies neighbors

into two types: the closer and farther neighbompeesively [11], as
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shown in Figure 11(c). When the sensor node trassaia, it will pick
one type of neighbor as the receiver. In addit@eng et al. improved
the random walk according to probability of pickingighbors [9], as
shown in Figure 12. The scheme increases the ulifficof traffic
analysis but may delay the time of data reachimghbtfise station since

the routing path may not be the shortest path.

() O
- ¥
\. Source node

Base station

O

O=4"

O

P, : The probability of choosing the node

Figure 12: The random walk scheme with probab#ity
2.2.2.2 Guard from global enemies

The technologies mentioned above cannot effectivelist the powerful
enemy who has capability of eavesdropping overderaa. The powerful enemy
can even estimates the data transfer rate for eade, so he can detect the
location of the base station easily. In order twistethe global enemies, dummy
data and fabrication of fake base station locatiares essential to confuse the

judgments of the enemy. We discuss the relevahhtdogies as follows:

1. Covering up of traffic pattern by controlling datansmission rate:
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High traffic flows of specific areas in wirelessnser network make the
enemies easy to find location of the base stasorce nodes near the
base station not only transmit their own data bsb aelay data from

other nodes to the base station. Therefore, rdseargproposed to
control the data transmission rate and the rouiaty to have a uniform

data transmission rate on any area in the wirelessor network.

Transmitting fake data:

Since the enemies cannot distinguish actual data fake data, nodes
can generates fake data to disturb enemies tozmedal traffic pattern

distributions. In this approach, when a sensor rtoglesmits a data to
the base station, its neighbors may send a faka tdaturther nodes.

Figure 13 gives a clear illustration of this id&seng sets a probability
Pc to send the fake data, and provides two sendingpappes named as

fractal propagation methods [9].

® The first approach is to contrBl by the data transmission rate of a
sensor node. If the transmission rate is high einalig probability
P. will be set for a lower value, and vice versa. Plepose is to

average the traffic flow of each node.

® Another approach is to imitate high volume datagraission areas,
so there are many areas with high traffic voluntdets enemies

misjudge the location of the base station. Butdhsra drawback
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of this approach, since extra power is consumedprimduce

camouflage information.

(9)

Figure 13: Transmitting fake data to disturb enamie

2.3 Theresearch on mobile base station

2.3.1 Theresearch on mobile base station

In general WSN applications, there is only one lsagon, and all the data
packets from all the sensor nodes will convergéhobase station. In this case,
work load of nodes near the base station is grehter the farther nodes. The
nodes consume energy fast in transmitting and viggipackets and become

hotspots [20]. It causes networks to lose functidithough there are many
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researches carried out to reduce energy consumpfiomodes, but they still
cannot properly manage the energy consumption efotrerall network. Many

researchers have proposed approaches to solvetdmohproblems as follows:

1. Many researchers proposed a routing protocol basedenergy
management [12]. The idea is that the node in lobtspl transfer some

of the work load to minor nodes.

2. In general wireless sensor network applicationsteths only one base
station, but there are researchers believe thatameplace more than
one base station [12]. These base stations careratepwvith each other

to distribute work load to improve the overall netw lifetime.

3. In addition, the recent research trend for the les® sensor network is
toward mobile nodes. The mobile nodes transmit ttathe base station
in more convenient ways. Shah et al. proposedth@atobile node of
sensing area can be a relay agent [21]. When intsdeccur in the
sensing area, sensor nodes transmit data to thdemudze, and then
the mobile node will directly move to the area lo¢ thase station and
relay data to the base station with a single hopiace the multi-hop

transmission path. This approach can save the goérgpdes.

Kim et al. proposed a protocolSEAD (Scalable Energy-Efficient
Asynchronous Dissemination) based on Shah et &l. [Bhey take

advantage of tree-based topology and mobile basierss to resolve the
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2.3.2

hotspot problem, redirect data flows, and balanbe tnergy
consumption of each node. Their experimental resshow that
deployment of mobile base stations is more eneffigient than the
static base station. Many other researchers hamersthat mobile base
stations can solve the hotspot problems and balaeoergy

consumption [12-20].

Research of mobile base station to prolong

network lifetime

In this section, we take Z. Maria Wang'’s studydarexample to explain the

movement of location of the base station and tfecebf retention time on the

power consumption of nodes in the network [19], had to make movements in

order to have the best state for the network tfeti

1. Wireless sensor network lifetime definition

Based on previous researches, definition of thevorét lifetime depends on

demands of different applications, such as the timen the network loses

connection, the time when a certain percentaghehtmber of network nodes to

consume their power capacity, or the time when @ge of wireless signal

reduces to certain percentage. In our study, wmel¢hie network lifetime as the

time when one of the nodes first enters into deadlition.

The sensor networks used in this study are mestorit. The base station
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can be located at the intersection of an arbittatiice. In the network nodes
communicate with their four neighbors. If the inf@tion generated by the sensor
nodes can not be directly transmitted to the btes#os, it will be transferred to
the base station through multi-hops. When the semsdes and the base station
are on the same horizontal or vertical line, theadasill be able to send at the
shortest path (straight line), otherwise theretaxigltiple data transmission paths
to reach the base station. Each node in the nethaskhe same data generation
rate, and to calculate the network lifetime the sofithe retention time in the

vicinity of the base station is used.

Parameters used in the Formula are listed in TAbWhen the base station
location is at nodg, the energy consumption of nodis calculated by Equation 1.
Equation 2 represents power consumption of direntraunication with the base
station when the base station is in node i. Toutale the best staying tinyeof
the base station at each location, a linear madaked. The best staying time is
zero if the base station does not move to thatilmtaEquation 3 represents the
optimal stay time of base station at ndddequation 4 gives the time limit. No
specific rules are used to regulate the orderHerltase station to move into any
node on the network, as long as power consumptiothe nodes is balanced, it

will work.

ck=e( D ff+ > f],  ikeNandizk (1)

JES; j:iESj
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cik=[r, ibk eENand i=k (2)

Max z = Z tk (3)

keN

such that Z ciktk < ¢ (4)
keN

Table 2: The Symbol used in Equation 1 to Equadion

Symbol definition
€o Initial energy of each node (Joules)
Energy consumption coefficient of transmitting aedeiving one bit
U
(Joules/bit)
N Numbers of sensor nodes
r Data packets be generated at each nodes (bits/sec)
¢k Data transmission rate from nade nodg when base station at nokle
N (bits/sec)
y Power consumption at nodehen base station stays at node k
C:
! (Joules/sec)
tx Staying time of base station at nédgSeconds)
z Network lifetime (Seconds)
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To estimate the overall consumption of electricttye location of the base
station is taken as the base and the network idetivinto eight areas, including:
area to the left (HL), to the right (HR), above (VAbelow (VB), to the upper left
(UL), to the upper right (UR), to the lower leftl(}, and to the lower right (LR)
of the base station, and Equation 5 to 12 were usedalculate energy

consumption.

cf=er[(x+1)(1+L)—1], i€HL (5)
cK=er[(L-x)(1+L)—1], i€HR (6)
cK=er[(y+1)(1+L)—1], i€VA (7)
K =er(1+x+y), i e UL (8)

cf =er(L—x+y), i e UR 9)

cf =er(L+x—y), i €LL (10)

cik =er2L—x—-y—1), i€ LR (11)
c = er, i=k (12)

Simulations were performed to calculate the besyisy) time for the base
station at each location according to above formuke network has 8x8 nodes,
and each node is initially charged to 1.35J. Tha daneration rate is set as 1 bit

per second.
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The optimal staying times the base station in 8x8 networks are showi
Figure. 14. e row and column repres the location of nodeZ. Maria Wang
believed that if théase station steaccording tahe optimal time of each positic

not only the node energyill be usedwith high effectiveness, but also t

network lifetime willbe maximizec

Stay time (seconds)

Figure 14.The optimal stay time of base station for 8x8 neks
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Chapter 3 The proposed mobile base station

scheme

3.1 Thedefinition of anonymity

To increase anonymity of the base station and né&wnldetime, a mobile
base station scheme is proposed in this studyirgless sensor network, the base
station plays a major role. In order to protechiitg of the base station, we will
discuss the characteristics of the wireless netiosk

There are two privacy-related definitions about these station. We can
achieve high security based on these two privalate@ definitions and prevent

the base station from attacks.

1. Location anonymity
The location of the base station and event nodest i@ protected from
disclosure. If the enemy knows the location of éwent node that senses
sensitive information or the location of the bastaian is tracked, he can

destroy them very easily.

2. Role anonymity
Any device in wireless sensor networks has its.role general nodes need
to monitor, sense environment, and forward inforamato the base station
and they act as event nodes and nodes to forwlmariation. The role of the

base station was responsible to collect informat{@nce the base station is
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destroyed, wireless sensor networks become us&esshe base station is

the most important in wireless sensor networks.

3.2Moddl for quantifying anonymity of base station

In wireless sensor networks, many nodes are degloya wide region to
detect information and monitor the environment. Wia@ enemy wants to find
out location of the base station through nodesamedivide networks into several
squared cells to facilitate analysis. In the follegy we will discuss how to find

the base station by analyzing traffic from the eplemiewpoint.

3.21 Mathematical model of entropy

The entropy method is popular for estimating anadtymf the network. In
1948, Shannon proposed the information theory waitmathematical model for
analyzing anonymity of a system. The model is usetheasure randomness. In
2002, researchers used entropy to measure anonyinitythe anonymity
measurement, the entropy shows how distributivendteork traffic is. An enemy
can divide networks into N cells and begin analgzihrough his sensing area.
After a period of time, he gives each cell a proligbp; which is the possibility
of the base station appearing in éelhen he can get a entropy valdé&) by the

following equation [23]:

N-1
HGO = = ) [pi1oga(po)] (13)

i=0
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Initially, the probability of each cell i&/N, so the maximum entroppi€1/N)

is found to beHy(x) as follows [23]:

N-1
1 1
Hu(0 = = ) [ *1oga (] = logoN 14

i=0

In order to estimate the anonymity, we calculatateo degree by Equation

15, in the paper we consider the ratio degreeaarbnymity of base station.

H(x)
Hy (%)

ratio degree = (15)

3.2.2 Estimating the anonymity of base station by

entropy model

In this paper, we consider a global enemy who caresdrop the whole
network to infer the location of the base statimont packets transmitted to each
cell. After observing the networks for a periodiaie, the enemy can compute the
total transmitted packet$, of the whole networks, artie number of packetBj,
transmitted from celli. The anonymity of the base station is calculatgd b

Equation 16 and Equation 17.

N-1
P, P,
HGO = = ) 2+ [log, ()] (16)

i=0
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Heo  — Sitn+ [oga ()] )
Hy(x) log,N

3.3Increasing the anonymity of base station by

movement

When the wireless sensor network has been operatiregwhile, the enemy
gathers enough information to predict the locabbthe base station. In this paper,
we assume that the enemy can compute the numbiarsmitted packets by
eavesdropping. If the base station is fixed, thengnwill quickly figure out the
location of the base station because the trafficime is high in vicinity of it.
Therefore, we believe that periodically re-locatiointhe base station will help
reducing the probability of finding the base statitn addition, the remote enemy
cannot detect the direction of the moving trajectof the base station. So the
method of the mobile base station can be used dacee the possibility of

discovery by the enemy.

3.3.1 What timeto move base station?

First of all, we need to decide what time to mdwe base station. In order to
avoid moving the base station too frequently arailteng in a high packet loss
rate, we periodically re-locate the base stati@h s needed. When the time the

base station decides to move, the best nest lochtis been decided and the
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nodes in networks will stop transmitting. So we chée synchronize the time in

all devices of networks.

3.3.2 What location will be selected by base station?

3.3.2.1 The assumptions of system

When the base station ready to move, it need termdate the best next
location. In order to have complete informationtwaffic flow, the base station

must be aware of the following information:

® Source node of each packet
® packet routing Path

® Nodes still having energy

From the packet header, the base station canoget sformation of the
source node. But without the information of the kecrouting path, the base
station cannot accurately estimate the number chgia generated from each cell
inside each area on the network. Because the maeketrelayed through many
nodes, the routing path of same packet is moredhanOur method is applicable

when the base station has full knowledge of théimguyath of each node.

41



3.3.2.2 The procedure for base station to select the best new

|location

We assume that the base station has accurate etiormabout the routing
path of each packet just like the global enemy.odding to compute packets
generated from each cel/lnumbers of packets of every cell is summed ugeto
the total number of packet transmission. We compbte probability Pi by
Equation 18. The definitions of symbol in Equatith are shown in Table 3Bi
shows the activity degree of each cell; a low pbaiig means that the activity of
the cell is low and so the enemy assume the batiershot be that cell. Thus we

move the base station to the cell with the lowesit/dy of traffic.

packets;

e 18
' Total transmit pacekts (18)

Table 3: The Symbol definition for Equation 19

Symbol Definition
P; The percentage of packet transmitted
[ Cell number

packet The packets transmitted of nodes in cell
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Figure 15: Estimating packets transmitted from ezath

O

Figure 15 shows how to calculate the number of g@cgenerated in all cells.
To compute the degree of activity of the nine ¢eNe sum up the number of
generated packets of all nodes in the cell. Fomgsa the activity degree of cell 1
is calculated as the sum of the number of packatemrgted on node 1, 2, 5 and 6
divided by the total number of packets. When thgebstation has computed the
degree of activity in each cell, it will select tlogation with the lowest degree of
activity as the next location. Algorithm 1 showe throcedure that chooses an

optimal area to move the base station.

Algorithm 1: The Algorithm of finding optimal area

Algorithm Find Optimal Area //Base station computes optimal area to move.
Input: The number of transmittgdcketg;’'s for area’s
Output: The optimal aremrea

Integer packetAll, trafficOfAreali], optimalArea,imrraffic;
/[Calculate the sum of packets with every area
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for (i=0; i<number of area; i++)
packetAll+=p;
/[Calculate the percentage of traffic volume witlery area
for (i=0; i<number of area; i++)
trafficOfArea[i]=p/packetAll;
//[Find the lowest traffic volume area
optimalArea=i;
minTraffic=trafficOfArea[0];
for (i=0; i<number of area; i++)
if(minArea>trafficOfAreali])
optimalArea=i;
minTraffic=trafficOfAreali];
return optimalArea;

3.3.3 Moving and stopping the base station

Once the base station finds the location of the oelk according to the level

of activity of each cell, it will move to the cdlirough a shortest path in order to

resume normal operations of the network as fapbasible. In order to extend the

network lifetime, after the base station selectitsgnext cell, it will choose a

position, namely nodgthe red colored base station in the figure)t&y $ased on

remaining energy of nodes in the cell, as showfRigure 16. The base station

chooses node i since that node (blue color ciicldbe figure) has more energy

than other nodes around it. In this way, we catridige energy consumption by

avoiding moving to a position with low energy level
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Figure 16: The diagram of selecting new BS location
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Chapter 4 Experimentsand simulation results

4.1The setup of experiments

In this chapter we perform simulations of networkgh the base station that
can make movements, and compare the effect of thiglenbase station. We
divided networks into 3x3 and 5x5 cells with 100daB56 sensor nodes,
respectively. The base station initially locateshat center of the network, and the
distribution of sensor nodes are as shown in Figuteln the experiments the
events occur randomly, and 100 events are randg®aherated every minute.
Packets generated in events will be relayed td#se station by a unique shortest
path with least hops, each packet size is set@d¥fes. The initial power of each
node is set to be 8 joules (J) [4], and the powammsumptions for packet
transmission and reception are equal. Substitutiiveg packet size and power
consumption into the formula, each packet seneceived will spend 0.000634 J.
To investigate how the frequency of movements &dfélae security of the base
station, the mobile base station makes movememsfetent time intervals of 30
minutes, 60 minutes and 90 minutes. In order tdyw#re ways of selection of the
base station location will affect the network lifieé or not, the experiments
employed two different location selecting approache determine the next
location of base stations, namely random selecteldrasidual energy based. In

following figures, the “Energy” stands for our résal energy approach.
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Table 4: The parameters of experiments

Parameters

Value

Network grid
Amount of nodes
Number of nodes per cell

Initial BS location
The way of events occur
The freq. of events occur

Routing path
Packet size

Initial power of nodes

Power consumption of packet
transmission and reception

The freq. of BS movements

3x3, 5x5 (cells)
100, 256 (nodes)
16 (nodes/cell)
Central area
Random
100 (events/minute)
Shortest path
128 (bytes/packet)

8J (Joules)

0.000634J (Joules)

30, 60, 90 (minutes/times)

5x5 networks

Figure 17: Deployments of WSNs for simulations
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4.2The experimental results

In this section we discuss the anonymity effecthe mobile base station
over 3x3 and 5x5 network areas. The effects arerebd for the following two

criteria:

1. Anonymity
In the experiments, whenever the base station dec¢amove, or a time
interval of thirty minutes is reached, entropy bé tnetwork will be
calculated and recorded to show the anonymity tranaof the base

station.

2. Network lifetime
When any node in the network runs out of power, thwenber of
generations of random events will be recordedatt loe used to evaluate
how the ways of selection of the base station josand the movement

frequency affect the networks lifetime.

421 Theresultsof 3x3 areas

Figure 18 shows the anonymity of the base statiadfat central area of the
3x3 network. The anonymity decreases slowly over ttme because the static
base station leads to a higher traffic flow tha@ ttther areas. The way of event
generation is randomly. The event does not occuspgacific areas. Hence

anonymity of the base station does not signifigadéicrease with the time.
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Anonymity of Fixed base station for 3x3
networks
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Figure 18: The anonymity of fixed base stationx8 8etworks

To evaluate the effect of our proposed method, mayae the anonymity

and network lifetime with following settings:

(1) Two methods of selecting the base station ioocatandom selection and
residue energy based.

(2) Different time interval: 30, 60, and 90 minutetween movements.

In Figure 19, Figure 20, and Figure 21, the y-ag@resents the anonymity,
and x-axis represents the time. The Figures sheaivttie approach considering
the remaining energy affects the base station aniymymore than random
selection approach, because it can distributedrafore evenly and the degree of
anonymity is more than 0.99. However, both appreaatan make enemies hard
to find where the base station is. Figure 19 toa®jo show the effect of
anonymity with different movement frequencies o thase station. If the base

station moves more frequently, the anonymity wi#l &nhanced. In Figure 22,
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there are no data in the third and fourth movemg@usespond to 270 and 360
minutes) because the network had nodes runningobwnergy and so the

experiments were terminated accordingly.

The anonymity of base station with

moving frequency-30 minutes for 3x3 networks

1
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Figurel9: The base station anonymity with movirggjfrency of 30 minutes for
3x3 networks

The anonymity of base station with
moving frequency-60 minutes for 3x3 networks
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Figure 20: The base station anonymity with movirggiéiency of 60 minutes for
3x3 networks
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The anonymity of base station with
moving frequency-90 minutes for 3x3 networks

0.98 | ®mRando
0.96 -+ OEnergy
0.94
0.92

0.9
0.88 -
0.86 -
0.84
0.82 - . . .

90 180 270 360
Time(minutes)
Figure 21: The base station anonymity with movirggiilency of 90 minutes for
3x3 networks

Anonymity

Figure 22, Figure 23, and Figure 24 show how the tvase station
movement approaches affect the network lifetimee filme when some node in
the network runs out of energy is defined as thevouk lifetime. These figures
show that when location of the base station isdfpat least one node will run out
of energy after 12701 events are randomly geneiatdte network. From Figure
22, in which the mobile base station is moved ierg\80 minutes, we observe
that the residue power based approach has moreorketifetime (by 42%)
compared to the random selection approach. In &igar the network lifetime of
energy based approach is 3.96 times of the fixse Btation approach; and 1.42
times of the random selection approach. In Fig®elZ base station is moved in
every 60 minutes. The energy based approach imgrtne network lifetime to
2.75 times than the fixed base station approacth,1a? times than the random
selection approach. In Figure 24, the base stasianoved in every 90 minutes.

The energy based approach improves network lifetov®19 times than the fixed
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base station approach, and 1.25 times than themasdlection approach.

Selecting next base station location with two
approach for 3x3 networks
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Figure 22: The network lifetime when the base stathoves in every 30 minute
in 3x3 networks

Selecting next base station location with two
approach for 3x3 networks
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Figure 23: The network lifetime when the base stathoves in every 60 minute
in 3x3 networks



Selecting next base station location with two
approach for 3x3 networks
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Figure 24: The network lifetime when the base stathoves in every 90 minute
in 3x3 networks

Figure 25 and Figure 26 show the impact on the okdtwWfetime when the
base station is moved in three different frequencie every 30, 60, and 90
minutes, respectively. We observe that when timerwal becomes longer, the
effect on the network lifetime becomes less. Figeseshows that the network
lifetime when the base station is moved in everyr@utes is 2.79 times, moved
in every 60 minutes is 2.28 times, and moved ime®® minutes is 1.75 times
than that of the fixed base station. Figure 26 shthe same trend that the lifetime
of moving the base station in every 30, 60, 90 tesus 3.96, 2.75, and 2.19
times longer than the fixed base station appro@bhs, we may include that our
energy based base station location approach is tabl@istribute traffic and
balance the energy consumption of each node andngrdhe lifetime of the

network.
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Moving base station with three frequency
40000 for 3x3 networks

35000 +{ O Fixed . |
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Figure 25: Network lifetime with random selectingske station location for 3x3
networks

Moving base station with three frequency
for 3x3 networks
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Figure 26: Network lifetime with our proposed meadtor 3x3 networks
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4.2.2 Theresultsof 5x5WSN

The experimental results of 5x5 WSN are given hieigure 27 shows that the
results of experiments using randomly generatedtevé@he result does not look
like 3x3 WSN in the last section. The anonymity tbe fixed base station
decreases slowly but may suddenly increase latdr iardoes not decrease
substantially. One may argue that since the aréax®dfnetworks are larger than

that of 3x3 WSN, so the event occurs more randomly.

Anonymity of Fixed base station for 5x5

networks
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0.8712 q\

0.871

A\
0.8708 A\ /N

>
IS
2 0.8706 N o
= N M
< 0.8704 Xs

0.8702

0.87
0.8698 . . ;
30 60 90 120
Times(minutes)

Figure 27: The anonymity of fixed base stationx Betworks

From Figure 28 to Figure 30 show the effect on gnoty of two location
selection approaches for the base station in S5x&anks. We observe that the
anonymity increases when the number of movementeases and the two
location selection approaches have similar effectaoonymity. In addition, we

observe that the anonymity will increase quicklyhé base station is moved more
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frequently.

The anonymity of base station with
moving frequency-30 minutes for 5x5 networks
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Figure 28: The base station anonymity with movirggiency-30 minutes for 5x5
networks
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Figure 29: The base station anonymity with movirggfiency-60 minutes for 5x5
networks
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The anonymity of base station with
moving frequency-90 minutes for 5x5 networks
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Figure 30: The base station anonymity with movirggjfiency-90 minutes for 5x5
networks

From Figure 31 to Figure 33 show effect on the oekwifetime when the
interval between movements of the base statio®,$68, and 90 minutes. These
figures show that when the base station is fixédeast one node will run out of
energy after 12626 events generated in the networkigure 31, mobile base
station is moved in every 30 minutes, and we oleséhat the energy based
location selection approach has 43% more netwddtirtie than the random
selection approach. Furthermore, Figure 31 showas ttie network lifetime for
the energy based approach is 4.55 times of thel fipese station approach, and
1.43 times of the random selection approach. Irufeigd32, the base station is
moved in every 60 minutes, and the energy basesbagip improves the network
lifetime to 3.77 times of the fixed base statiorprach, and 1.43 times of the
random selection approach. In Figure 33, the bt is moved in every 90

minutes, and the energy based approach improvesedtveork lifetime to 2.65
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times of the fixed base station approach, and fiM&s of the random selection

approach.
Selecting next base station location with two
approach for 5x5 networks
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Figure 31: The network lifetime of moving base istaevery 30 minutes for 5x5
networks
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Figure 32: The network lifetime of moving base istaevery 60 minutes for 5x5
networks



Selecting next base station location with two
approach for 5x5 networks
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Figure 33: The network lifetime of moving base istaevery 90 minutes for 5x5
networks

Figure 34 and Figure 35 show the effect on the atvifetime when the
base station is moved in three different frequendre Figure 34, the new location
of the base station is selected randomly, and gurei 35, is energy based. We
observe that when the time interval of movemenmtéseased, the increase of the
network lifetime is reduced. Figure 34 shows thet hetwork lifetime with the
base station moved in every 30 minutes is 3.154ithan that with a fixed base
station, 1.18 times than that with the base stationed in every 60 minutes, and
1.75 times than that with the base station moveevery 90 minutes. Figure 35
shows that the network lifetime with the base statnoved in every 30 minutes
Is 4.52 times than that with a fixed base statioh9 times than that with the base
station moved in every 60 minutes, and 1.70 tirhas that with the base station

moved in every 90 minutes. We conclude that ouppsed energy based method

59



is able to distribute traffic and balance the epergnsumption of nodes, so the

anonymity of the base station is enhanced anddtweank lifetime is prolonged.

Moving base station with three frequency

for 5x5 networks
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Figure 34: Network lifetime with random selectingske station location for 5x5
networks
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Figure 35: Network lifetime with our proposed medtor 5x5 networks
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The longest network lifetime of three different nmay frequencies for the
5x5 network are 57,098, 47,717 and 33,532; white ldngest network lifetime
for the 3x3 network are 50,336, 34,931, and 27,968pectively. The
experimental results show that when the netwotlrger, it is more effective to

extend the network lifetime by the mobile basei@tascheme.
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Chapter 5 Conclusions

The base station plays the most important roleireless sensor networks. It
collects information for any node in the networkdahen sends the collected
information to the host computer for further prageg. If the base station does
not work properly, the whole wireless sensor nekwwaill lose its function.
Therefore, the base station is the major targetefoemies. The goal of this
research is to reduce the enemy’s probability wdiifig the base station, and we
have proposed a residue energy based approachpleni@nt a mobile base
station to enhance to anonymity and prolong the/owt lifetime.

The simulation results prove that our mobile baisgio can effectively
increase the entropy of the network. If the molbiése station is moved more
frequently, the entropy will be higher. The entrapysimilar using the residue
energy approach alone and using the random sealeafiproach plus the lowest
probability area scheme. When the network areaivigletl to more grids, the
energy selection approach of the mobile base statilh benefit more. Compared
with the fixed base station, the network lifetinfetlte mobile station approach is
extended at least two folds. The experimental tesso reveal that in the larger
network of 5x5, the lifetime of network is extend®deast four folds. Therefore,
the larger the network is, the more benefit obthimg using the proposed
approach.

Although moving the base station increases the yaniwy of the base station

and prolongs the lifetime of the network, some peois are induced, for example,
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since nodes in the network cannot communicate thighbase station while the
base station is moving, some packets are lost.ti&beuting approach is called
for to solve this problem and prevent the lossaiflkqets, and this could be one of

the worthiest themes for the future work.
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