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Abstract

Mobile ad hoc networks are usually deployed in manyironments, such as the
environment is not easy to build by wired or fixaddes. The nodes in the
network are unattended and easy be attacked bechusagenital weak physical

protection. Mobile ad hoc networks are vulnerabléhe denial-of-service (DOS)

attacks. Flooding DOS attacks are new and powatfakcks against on-demand
Ad Hoc routing protocols. In 2005, the single sckeproposed to resist such
attack was the Flooding Attack Prevention. In 20@1&ther scheme to resist this
kind of attacks was proposed by using Avoid Mistakeansmission Table. In this
thesis, we present a new and more efficient saiutioinhibit flooding attack in

Mobile ad hoc networks. In our scheme, legal noches use Priority and Trust
Value and Neighbor Nodes List Table to distingusdétack nodes and refuse to
forward packets for them, and hence the floodittgcks can be defended.
According to the results of NS2 network experimemt, show that our scheme
can inhibit the flood hit with lower costs and meféicient. Our scheme can only

use a few storage and defense attacker faster.

Keywords: Flooding attack; FAP; AMTT,; Trust and &y Value; RREQ

threshold; DATA threshold;
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Chapter 1
| ntroduction

A mobile Ad Hoc network (MANET) is a new kind of toike multi-hop wireless

networks. It does not require any fixed infrastmwet like the base station. It
maintains the network connection and data transomdsy the cooperation and
self-organization among all the mobile nodes inrie&work. Several mature and
widely-used routing protocols include Optimized WkiState Routing protocol

(OLSR)[19][20], Dynamic source routing (DSR)[21]ppology Broadcast based
on Reverse-Path Forwarding (TBRPF)[2], Ad-hoc omded distance vector

(AODV) [3] and so on.

Meanwhile, to gain more efficient defense effegaiast flooding attacks , many
secure routing protocols for Ad Hoc network haveerbeproposed. In

wired-networks, Denial of Service attacks (DoSDistributed Denial of Service

(DDoS) attacks are a kind of flooding attack tHatat found early enough, they
will cause damages on hosts seriously. Along wite éextensive use of the
wireless network, flooding attack is an ubiquit@mnsl typical attack that results
in denial of services when used against all previon-demand routing protocols

for Ad-hoc networks.

Ping Yi et al first introduced a typical attackingodel which is composed of

RREQ flooding attack and DATA flooding attack. Tatigmate these two attack
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patterns, they developed a Flooding Attack Prevarnicheme (FAP)[10] . Then
another scheme was proposed by Shaomei Li et atalled the Avoiding

Mistaken Transmission Table (AMTT)[11].

In this thesis, we present Priority and Trust Va{gdV) scheme to mend the
weakness of FAP and AMTT simultaneously. In ouresch, each node sets a
priority and trust value and neighbor nodes libtador cooperating to record the
status of its neighbor nodes and find out whichadloasts mass Route Request
(RREQ). And so nodes can effectively distinguistackts and refuse to forward

packets for them. By this way, flooding attacks @eéended.
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Chapter 2

Background
2.1 Overview of ADOV Protocol

AODVI3] routing algorithm is based on DSDV algonth and designed for
mobile Ad-hoc network routing protocols. AODV algbm is mainly to reduce
the broadcasting needs in the quantity. In additibmas unicast and multicast

routing capabilities of them.

The Ad Hoc On-Demand Distance Vector (AODV) aldumt enables dynamic,
self-starting, multi-hop routing between participgt mobile nodes wishing to
establish and maintain an Ad hoc network [11][18][16][17]. Path discovery is
entirely on-demand in AODV. It allows mobile nodesobtain routes quickly for
new destinations. And it does not require maintgjmoutes information. AODV
is a reactive and stateless protocol which estaddisoutes only as desired by a

source node using Route Request (RREQ) and Roytly BRREP) messages.
When a source node needs to send packets to aateEstinode to which it has no

available route, it will broadcast RREQ packets arait RREP packets within

one round-trip time, as shown in Fig.1.

12
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‘ Source node ‘ Destination node

—» The RREQ packets go through

Fig. 1: Theforwarding route of RREQ.

If the node does not receive the RREP packet,littiyiagain to discovery route
by broadcasting another new RREQ packet. If overrnttaximum of TTL, the

node will stop route discovery.

Each node maintains an increasing sequence numlesrsure loop free routing
and supersede the stale route cache. The soureansbddes the known sequence
number of the destination in the RREQ packet. Whanintermediate node
receives a RREQ packet, it will check its routddadmntries. If it possesses a route
toward the destination with greater sequence nuntfsen that in the RREQ
packet, it unicasts a Route Reply (RREP) packet bads neighbor from which

it has received the RREQ packet.

Otherwise, it sets up the reverse path and theroadbasts the RREQ packet.

Duplicate RREQ packets received by one node aatbildropped. This way, the

13



RREQ packet is flooded in a controlled manner ie tietwork, and it will
eventually arrive at the destination itself or al@ahat can supply a new route to
the destination, which will generate the RREP ptadkig.2 and Fig.3 show the

RREP packets go through and the routing path, ctispéy.

0-0-0-0-9,
o000 0e

‘ Source node ‘ Destination node

— % The RREP packets go through

Fig. 2. The RREP packets go through.

‘ Source node ‘ Destination node

—> The Routing Path

Fig. 3: The Routing Path
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2.2 Flooding Attack in Mobile Ad hoc Network

The major modes of flooding attack are the RRE@ding attack and the DATA
flooding attack. In RREQ flooding attacks, the elter selects many IP addresses
which don't exist in the networks as destinatiomliradses. Then it successively
originates massive RREQ messages with max TTL véuethese void IP
addresses. Then the whole network will be full ®®HEQ packets sent by the
attacker. Since these destination addresses aakdnmo node can answer RREP
packets for these RREQs, the reverse routes imotlte table of midway nodes

will be occupied for longer time and be exhaustsuhs

In data flooding attacks, the attacker first sgtgpaths to all nodes in the networks,
after that, it sends large quantities of uselesa pgackets to all nodes along these
paths. The excessive data packets in the netwogktbe network and deplete the

available network bandwidth for communication amanges in the network.

The resources of nodes in Ad-hoc networks are Werijed, and both attacks are
able to exhaust the available network bandwidthctonmunication such that the
other nodes can not communicate with each other tdueongestion in the
network. Especially when attacking node employs RRI6oding attack and data
flooding attack simultaneously, the whole networkerformance would be

deteriorated dramatically.

15



2.3 Overview of FAPand AMTT Scheme

2.3.1 FAP (Flooding Attack Prevention)

In 2005, Flooding Attack Prevention (FAP) propobgdyYi, et al. [10] is a generic
defensive scheme against the Ad Hoc Flooding Attiackobile Ad-hoc networks.
Two typical attacking crime patterns are the RREGpding attack and the

DATA flooding attack.

To counteract the RREQ flooding attack, the neightwappression scheme is
adopted. It is used to prevent the RREQ floodingcat And Path Cutoff is used
to terminate the DATA flooding attack. Neighbor pugssion let node sets up the
processing priority and threshold for its neighbode. The priority of node is in

inverse proportion to its frequency of originatiRREQ.

The threshold is the maximum numbers of originaBRREQ in a period of time,

such as 1 second. If the frequency of originatirRER of the attacker exceeds
the threshold, the node will not receive the RREQNf the attacker any more.
And the RREQ flooding attack will be defended byghbor nodes of attacker, as

shown in Fig.4.
However, when the attacker activates the DATA FingdAttack, the neighbor

nodes are difficult to recognize. Because the rmghnhodes can not judge

whether a DATA packets is useless in the netwoy&rla

16



© 0000
O @*é*@ O
‘ Source node ‘ Destination node

—><» Disconnection (Neighbor suppression of FAP)

Fig. 4: Neighbor suppression of FAP
Block the RREQ broadcasting by 1/Freq

The destination node can easily recognize it in dpelication layer when it
receives these useless DATA packets. The attadeztsnto set up a path to victim
before originating DATA Flooding Attacks. When théctim finds the DATA
Flooding Attack, it can cut off the path from thitagker in order to prevent the

Flooding Attack from the attacker.

So the victim node originates the Route Error (RERRessage back to the
attacker as shown in Fig. 5. The RERR messageatedichat IP address of victim
node is unreachable. The intermediate nodes whelRERR passes through will
delete the route from the attack to the victim nobdee RERR message may cut
off some paths which are not related with the DAdlAoding Attack, and these
paths may be repaired by the origination nodesdftere With the paths on which

the attacker carries out DATA Flooding Attack codtioff gradually, the DATA

17



Flooding Attack is terminated as shown in Fig. 6.
In order to avoid attacker rebuild routes to othedes, only the destination node

0-0-0-0-9,
o000 0e

‘ Source node ‘ Destination node

— % RRER packet forwarding

Fig. 5: RERR packet forwarding

‘ Source node ‘ Destination node

> Routing path is cutoff

Fig. 6: Routing path is cutoff
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2.3.2AMTT (Avoiding Mistaken Transmission Table)

In the AMTT[11l] scheme, each node establishes apidang mistaken

transmission table. This table is used to recocgived RREQ packages and to

enroll existed legal communication routes as shimwiable 1.

Table 1: Format of AMTT and Parameter description

SIPAddr DIPAddr | RREQ Num | Segq Num Vald indic

Comm Rec

Symbol Parameter Description

S IP Addr The source IP Address

D IP Addr The destination IP Address
RREQ Num Number of RREQ packages

Seqg Num Sequence number of RREQ

o Validity Indication, O indicates this route is léga
Vald indic . L
1 Indicates it is illegal
Comm Rec Number of Data Packages Passed Through

19




When node A wants to send package to node B, dss®&REQ package. Every

node receiving this RREQ adds an item in its AMTill§ the source IP address,

destination IP address, sequence number accorditiget package, and sets the

RREQ Num as 1. Fig. 7 shows the RREQ passing throffijer that, whenever

receives a RREQ with the same source IP addressina@on IP address and

sequence number, this RREQ Value will increase bgplllnodes do the same

collect to the received RREQ packages. Table 2 shihwe RREQ value and

Parameter description.

Table 2: RREQ Value and Parameter description

SIPAddr DIPAddr | RREQ Num | Segq Num Vald indic | Comm Rec
SsIP D's IP 1 S NULL NULL
Symbol Parameter Description
S IP Addr The source IP Address
D IP Addr The destination IP Address
RREQ Num Number of RREQ packages
Seq. Num Sequence number of RREQ
- Validity Indication, O indicates this route is léga
Vald indic - L
1 indicates it is illegal
Comm Rec Number of data packages passed through

20




O OpsOpsOpsO
© 0 000
© 0000

_>

‘ Source node

The RREQ packets Broadcasting path

Destination node

Fig. 7: Thenodeswritethe AMTT records from the RREQ passing through

After the destination node receives RREQ from tloeiree node, it adds

corresponding item in its AMTT, and then sends RIREP package back to the

source node along the routing path, as shown in&igvhen this RREP reaches

intermediate nodes, its validity is checked by thdimthe destination node is

found legal, they search their AMTTs, and set @&poading items’ Validity

Indication as 1. Otherwise, they discard this RRiaBkage and do not set the

Validity Indication, as shown in Table 3.

Table 3: Validity Indication and Parameter description

SIPAddr

D IPAddr

RREQ Num

Seq Num

Vald indic

Comm Rec

S'sIP

D’s IP

1

S

1

NULL
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Symbol Parameter Description

S IP Addr The source node IP Address

D IP Addr The destination node IP Address
RREQ Num Number of RREQ packages

Seqg Num Sequence number of RREQ

Validity Indication, O indicates this route is léga

Vald indic . o
1 Indicates it is illegal

Comm Rec Number of Data Packages Passed Through

B2
© 0000
© 0000

‘ Source node ‘ Destination node

—» The RREP packets unicasting Path

Fig. 8: Thenodeswritethe AMTT records from the RREP passing through

22




When a node forwards a data package, it will set@ommunication Record of

the item whose source IP address and destinatiaddRess in its AMTT to 1, as

shown in Table 4.

Table 4: Communication Record and Parameter description

SIPAddr DIPAddr | RREQ Num | Segq Num Vald indic | Comm Rec
SsIP D's IP 1 S 1 1
Symbol Parameter Description
S IP Addr The source node IP Address
D IP Addr The destination node IP Address
RREQ Num Number of RREQ packages
Seg Num Sequence number of RREQ
o Validity Indication, O indicates this route is léga
Vald indic . L
1 Indicates it is illegal
Comm Rec Number of Data Packages Passed Through

23




e
00000 ®
o0 00O
‘ Source node ‘ Destination node

— > The DATA packets Forwarding

Fig. 9: The midway nodes record the number s of DATA packets

In this way, whenever sending a data package, nyidwades set the
corresponding communication record in their AMT®s1t, as shown in Fig. 9.
Each node periodically (such as 4*(Round Trip Tines collect of its AMTT’s
for every item’s communication record, and deldtes item whose increasing

value is less than the average value of all thmsténcreasing values.

By this way, if a legal communication is broken b#cause of the mobility of the
destination node or other reasons, the nodes iedlid the old route will delete
these invalid items related to this communicatiathuwhe lapse of time, and the

resource of AMTT will not be occupied in vain.

After two nodes finish their communication, the m@munode will send Rout

Announcement (RANC) to intermediate nodes, as shaviang. 10. All the nodes

receives RANC will delete corresponding items i@itAMTTs.

24



e
00000 ®
o0 00O
‘ Source node ‘ Destination node

— > The RANC forwarding

Fig. 10: The nodesreceive RANC and delete items of their AMTTs

Let's assume that one node T's AMTT has n itemsifTBource IP Address,
Destination IP Address and RREQ Num are respewgtiv8l , Di , RVQi ) , here O
<i<n. Node T periodically (such as average Rolingd Time) and ordinally
collect each source node’s RVQall = (RVQ0+ RVQ1+:RVQi +RVQn-1), the

RREQ number sending from Si to all Di (i=0,1,,(n-1)).

Then it will compare RVQall with its threshold, asse it is threshold. If RvQall
overruns threshold, node T will search all the di&i Indication and
Communication Record of the items whose Source dBréss is Si. If all these
items’ Validity Indication and Communication Recark null, it can decide Si as
attacker, and refuses to forward packets from $imaare. Every legal node does
the same thing periodically, so they can distiniguliegal nodes and resist RREQ

flooding attack in time.

25



Meanwhile, whenever data packets reach node T, modél search its AMTT
before forwarding it. If there is an item for tlpacket and its Validity Indication
is 1, node T will forward it, otherwise it will diard it. Because illegal node can
not pass security authentication, it will not bulilck with legal nodes. Then its
neighbor nodes’ AMTTs will not have the items wha&didity Indication is 1 for
this node, so no node will forward the data packetsh this illegal node. This

successfully resists data flooding attack.

26



Chapter 3
Our Scheme

There are very obvious attacking features embedudde process of activating
flooding attacks in the Ad-hoc networks. Firsthe attackers broadcast massive
RREQ packets ignoring the rule of RREQ_RATELIMITecdndly, the attackers
select massive fake addresses which are not innd#tisork. Thirdly, attackers
also send large and useless DATA packets to vicitdes by setting up legal
routing paths in order to consume the resource etfvorks, especially the

bandwidth.

Our scheme uses the Priority and Trust Value (PaM) threshold of neighbor
nodes to detect the flooding attacks. We use “HELIpAckets to collect the
status of neighbor nodes in the Neighbor Nodes Tadle (NNLT). Nodes also
use the value of Hop Count in RREQ packets to ifletite source node address
in order to avoid nodes faking the address or #ieevof hop counts. So it is easy
to prevention flooding attacks at the first hop @@hd the whole networks can

maintain well

3.1 Priority and Trust Value Scheme
In our PTV(Priority and Trust Value Scheme) scheeaagh node build a PTV table
to record the packets passing through itself amndhsepriority and trust value for
each source node. The node can decide to forwakefsaor not by PTV. Priority

and Trust value can be upgraded or downgraded diogpoto the received packets.

27



When attacked nodes were damaged or normal nodeshaeked, those neighbor
nodes still can use the PTV scheme to recoveryexiiom or prevent the attack, as

shown in Table 5 and Table 6.

Table 5: Format of RREQ PTV(RPTV) and Parameter description

SIPAddr | RREQ Num | Time Stamp | RREPNum | RPT Value

Symbol Parameter Description

S IP Addr The source node IP Address
RREQ Num Number of Received RREQ packages
Time Stamp The time when first RREQ packet be vecki
RREP Num Number of Received RREP packages
RPT Value The Priority and Trust Value of RREQ

The PTV of DATA (DPTV) packages record the stati®ATA packages passing
through. It also records the numbers of DATA padsagvhich has the same
source and destination addresses. Nodes can hdldwaue DATA packages if
the value of DATA Num is over the threshold, it wilait for the answers from the
destination node. If the node receives error message value of DPTV will be

set as 0 and the connection is blocked, else litwiket as 1 and the transmission

28



is continued.

Table 6: Format of DATA PTV(DPTV) and Parameter description

SIPAddr D IPAddr DATA Num DPT Value

Symbol Parameter Description

S IP Addr The source node IP Address
D IP Addr The destination node IP Address
DATA Num Number of DATA packages

The Priority and Trust Value of DATA
DPT Value Value 0: means this node is an attacker
Value 1: means this node is normal

3.2 Neighbor Node List Table (NNLT)

The node broadcasts “Hello” packets to find neighbodes. When the node
receives “Hello” packets from its neighbor nodeyill record the source address.
According to the data collecting from Hello packele node can recognize how

many nodes around itself.
Nodes also broadcast “Hello” packets periodicatlycheck if its neighbors are

still available. At the same time, the node recdh#sneighbors IP address in the

PTV table. And the nodes will delete the record mvlie neighbor nodes are dead

29



(nodes removed away or do not answer the HELLO gtaick

Nodes can also collect the same information wheecéives RREQ packets. By
this way, the node can prevent the attacker frokinépits address to cheat and

reducing the storage size of PTV.

For example, there are three nodes npde, z)around nod&k. When the nodes
change “Hello” packets, the NNLT of no#ewill write nodex, nodey and node
addresses into the table. And so nédeas three neighbor nodes in NNLT, as
shown in Table 7. NNLT also records those nodes L{@O®e or Dead) status.
Node k can then delete PTV of nodes since LOD value Iedqduse when the

value equal 1, the node was died).

Table 7: Format of Neighbor Node List Table (NNLT) and Parameter description

N IPAddr LOD RPT Value
Symbol Parameter Description
N IP Addr The Neighbor node IP Address

The node Live or Dead
LOD Value 0: means this node is Live
Value 1: means this node is Dead

RPT Value The Priority and Trust Value from RREQWPT

30



3.3 The Definition of RREQ Threshold

In the normal stage (without attacks), each no@sBREQ RATELIMITo limit
the frequency of broadcasting RREQ. If the sendiaguency of RREQ is over

this limit, the node will stop sending RREQ to ridigrs.

But at the attack scenario, the node will ignore tthte limits and SEND MASS
RREQ to neighbors to exhaust all network resoulfcthe node has n neighbor
nodes, and according to the definition of RFC 35b&,default sending frequency
of RREQ packets for each node RREQ_RATELIMIT, so the max RREQ
packets from its neighbor nodes &t RREQ_RATELIMITBecause of this, we
define the Max and Min RREQ Threshold for each naslequation (1)(2). Table

8 shows the parameter description of our algorithm.
Pseudo code of our scheme

We assume that the neighbor node number is 5;
MaxThreshold=5*10=50(Frequency);
MinThreshold=10(Frequency);

Timer=1/ Frequency;

if RREQ_RATE MaxThreshold && timer < 0.02)

{

(Priority and Trust Valu@) Nodes stop to sending any packets

} else if(RREQ_RATEMinThreshold&& RREQ RATE
MaxThreshold && (timer > 0.02 && timer < 0.1))

{

(Priority and Trust Valug

The nodes hold packets and forward packets
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By the rule oRREQ_RATELIMIT

} else ifRREQ_RATEMinThreshold && timer > 0.1)
{

(Priority and Trust Valu®)

The node forward packets properly }

RREQ_RATELIMIT =10

N are the numbers of neighbor nodes. KRREQ_RATELIMITs defined by RFC

3561 and the default value is 10[11].

Table 8: The Parameter Description of our Algorithm

Symbol Parameter Description
RREQ_RATE The total number of RREQ at that time
RREQ_RATELIMIT Defined by RFC 3561 and the value is 10
MinThreshold The minimum threshold of the RREQ
MaxThreshold The maximum threshold of the RREQ
Status The status of the RREQ PTV

Timer The reciprocal of time

3.4 The Definition of DATA Threshold

We define the Max DATA package threshold accordmghe default Maximum
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Transmission Unit (MTU) of 802.11 by [13]. We defiDATA threshold for node

as (1).

DATA Threshold = Bandwidth MTU PP ¢

n

Bandwidth is the bandwidth of 802.11x, like 802.%bb 11 Mbps.MTU is the
default maximum transmission unit of 802.11x, dmelvalue is 2312 bytes. And n

is the numbers of neighbor nodes.

For example, if the Ad-hoc networks use 802.11bit®rconnection bandwidth,
and there are 5 nodes beside it, we can get theADHireshold as 121

(11Mbps/2272bytes/5) for this node.

3.5TheLevel of Priority and Trust Value

We define three levels of Priority and Trust Valas,shown in Table 9. Level
0 is the lowest; it means that this node is trgstiend is an attacker. Nodes
neighboring this node should not forward any packetit. Level 1 is low; it
means this node is not worthy to be trusted. Nausghboring this node
should hold RREQ packets and forward these RREQthay rule of
RREQ_RATELIMIT Level 2 is normal; it means this node is normad a
trustable. Nodes neighboring this node will forwardckets sent from it

directly.
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Table 9: The Three Level of Priority and Trust Value

Level Status Actions
0 Lowest The node stop to sending any packets
1 Low The node hold packets by the ruleRREQ_RATELIMIT
2 Normal The node forward packets properly

3.6 The Level of Priority and Trust Value

The methods to defense the RREQ Flooding Attack
At the beginning, the nodes exchange “HELLO” paskahd write the

information of neighbor nodes into NNLT. But novethalue is null in PTV.

When the nodes start to connect with each node; tineadcast RREQ
packets. The nodes will receive the RREQ packeim ftheir neighbor
nodes. After receiving RREQ packets, the node wolinpare the source
address at the header of RREQ packets with NNLE&. fidde will write the
information of received RREQ packets which its seunode address is in

NNLT into RREQ PTV table.
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If the source node of RREQ packets is already ilEQMPTV table, the node
will forward or drop it according to the value & iPTV. The first record of

the source node address in PTV is set as 2 (harmal)

If the receiving frequency of RREQ packets is ovke Max RREQ
Threshold which we define, the node will drop aRERQ packets and block
this connection. The Priority and Trust Value akteource node will be set

as 0 (lowest).

If the receiving frequency of RREQ packets is abher Min RREQ threshold
which we define and not over the max RREQ threshtilé node will
forward the RREQ packets and wait for any RREP esckent back in two
of Round Trip Time (RTT). If there are no any RRjgtkets sent back, the
node will downgrade Priority and Trust Value asot) or maintaining the
original value. After another two of Round Trip T@n(RTT), there are still no
any RREP packets sent back, the node will downgttael@riority and Trust
Value as O(lowest) and block this connection. Ese value will keep as 1

and forward RREQ packets by the rate of RREQ_RAMLI
If the receiving frequency of RREQ is not over flen RREQ Threshold,
the node will set the Priority and Trust Value bistsource node address as

2(normal) and forward the RREQ packets directly.

When the Priority and Trust value in RREQ PTV tablset as 0, each node
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will check the RREQ receiving frequency from thizde in each 8*(Round
Trip Time). The same procedure will also be exetutden Priority and
Trust value is 1. If after eight of Round Trip Tiraad the RREQ receiving
frequency is not over the Min RREQ Threshold, tedenwill upgrade the
Priority and Trust value to the upper level. Tha@avill keep the original
Priority and Trust value when the receiving RRE@qgfrency is over min

threshold.

The methods to defense the DATA Flooding Attack

When the source and destination node set routitiglpgally, the first node
of this routing path will create Priority and Triélue for the DATA packets.
The node will write the source and destination edses into DATA PTV
when it receives the RREP packets. After the sonaome starting sending
DATA packets, the node will check the Priority afrdist value of this source
and destination. If the DPT value is NULL, the nodé# set this value as 1

firstly and forward these DATA packets.

In periodically time such as 1 second if the reicgfrequency of DATA
packets which comes from the same source addresweis the DATA

threshold, the node will hold this connection araitvior any RERR packets.

If the node receives any RERR packets for this@oaddress, the node will
set Priority and Trust value as 0; else the nodeeqweue and forward DATA

packets obeying the DATA Threshold by FIFO.
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If there is no any RERR packets sent back, it dagsnean that there is no
DATA flooding attack happened. This kind of sitwaticould be happened
when the source node and destination node are @edeor any midway

node keeps the RERR packets.

In order to avoid the DATA flooding attacks fromooering like this situation,
the node controls the DATA packets forwarding rateen the node does not
receive any RERR packets and the receiving DATAe@cnumbers is over
DATA Threshold. And according the method, the node reduce the DATA

packets flooding in the network and stop the DAdEing attacks.
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Chapter 4
Simulation results

4.1 Experimental environment

We implemented Ad Hoc Flooding attack and Prioaity Trust Value (PTV) in a
network simulator and conducted a series of exparim to evaluate its
effectiveness. We used the wireless networks siimualaoftware, from Network

Simulator ns-2.

Our simulations are based on a 1000 by 1000 metares contains 50 random
nodes. The radio range for each node is 250 materbandwidth is 2 Mb/s. Each
simulation is executed for 900 seconds of simutatitne. The data size of
payload is 512 bytes. Five data sessions with nahdselected sources and
destinations are simulated. Each source transnaits packets at the rate of 4

packets/s, as shown in Table 10.

Table 109: The experimental environment

Symbol Parameter Description
Simulation size 1000 m X 1000 m
Node number 50 random nodes
Transmission range 250 meters
Bandwidth 2Mb/s
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Simulation time 900 /s

Data payload 512 bytes

Data rate 4 packets/s

Our simulation environment has been conducted anshown in Fig 11. The
physical size of the simulation environment arel0A0m by 1000 meters space.
And 50 homogeneous nodes are deployed randondwyrirsimulation scenario.
The transmission range of each node is 250m. Eachlagion is executed for

more than 900 seconds.
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Fig. 11: The environment of our simulation
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In our approach, each node can only need to raberdeighbor nodes in NNLT.
As illustrated in Fig.12, node 2 only records éigr node 4, node 17, node 22,
node 33, node 41, and node 43to its neiboring nbdeause of the limitation of

transmission range.
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Fig. 12: The environment of our simulation: neighbors of node

4.2 Simulation Results of Ad Hoc Flooding Attack

The first scenario in Fig. 13 is that there areattdacking nodes in mobile Ad-hoc
networks. In this simulation we assume that ratésattacking packets are
respectively 10packets/s, 20packets/s, 30packeasid, 40packets/s. In other

words, the intruder respectively floods 10, 20, 80,packets every second. The
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intruder starts to attack at 300s. The simulatiesults are as follows, shown in

Fig. 13.

AODV Receive Rate
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20 Attacking packets
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== 40 Attacking packets

Fig. 13: AODV Receive Rate

The Ad Hoc Flooding Attack can result in denialsarvice of whole network.
When the rate of attacking packets is more thapa&tkets/s, the network can't

bear the attack anymore and the performance goes doickly.

4.3 Simulation Resultsof Priority and Trust Value

4.3.1 Receive Rate

We define receive rate for node as (2).

ReceiveRate = Drop Packets (2)

Total Send packets
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The first scenario is that there are not attackiodes in mobile Ad-hoc networks.

Fig.14 shows the packages receive rate of netvldr&.Simulation results in first

scenario about the same.

Performance under no attacking packets
0.092 N \l/
@ 0.85
ofd
&U 0.8
Q 0.75
.2 0.7
v
O 0.65
[
2 0.6
100(s) | 200(s) | 300(s) | 400(s) | 500(s) | 600(s) | 700(s) | 800(s) | 900(s)
=== AODV 1 1 0.98 1 0.99 0.99 1 1 1
== FAP 1 1 1 0.93 0.98 0.92 1 0.97 1
PTV 1 1 1 0.99 1 0.99 1 0.99 1

Fig. 14: Performance under no attacking packets

Fig.15 shows the performance under 10 attackingkegiacevery second and

Flooding Attack Prevention and our scheme PTV. ghsrnot attacking packets

between 0 and 300s. The intruder attack from 30®@90s in network. At 600s

of simulation, FAP in nodes takes effect. We caseole that the performance has

got better after 600s. But in our scheme PTV, Betw&00s to 400s of simulation,

PTV in nodes takes effect earlier than FAP. Theraye receive rate of 10

attacking packets is 97.4%.
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Performance under 10 attacking packets
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Fig. 15: The performance under 10 attacking packetsin AODV, FAP and PTV

Performance under 20 attacking packets
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Fig. 16: The perfor mance under 20 attacking packetsin AODV, FAP and PTV
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Fig.16 shows the performance under 20 attackingkgiacevery second and
Flooding Attack Prevention and our scheme PTV. ghsrnot attacking packets
between 0 and 300s. The intruder activates attemk f300s to 900s in our

network simulation.

At 600s of simulation, FAP in nodes takes effecte \3an observe that the
performance has got better after 600s. But in cheme PTV, Between 300s to
400s of simulation, PTV in nodes takes effect eatlhan FAP. Our performance
can be more clearly display in green line. And @wverage receive rate of 20

attacking packets is 94.5%.

Performance under 30 attacking packets
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=¢—A0ODV 1 1 0.98 0.5 0.42 0.4 0.18 0.22 0.2
== FAP 1 1 1 0.4 0.5 0.56 0.83 0.79 0.8
PTV 1 1 1 0.7202 | 0.82 0.89 0.89 |0.8699 | 0.8998

Fig. 17: The performance under 30 attacking packetsin AODV, FAP and PTV

And Fig.17 shows the performance under 30 attagiaukets in AODV, FAP and
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PTV. FAP performance has got better after 600sthadrange between 50% to
80%. In our scheme PTYV, the performance has gteratter 300s to 400s and
the range between 70% to 90%. And the averageveegate of 30 attacking

packets is 89.8%.

Fig.18 shows the performance under 40 attackinggiaen AODV, FAP and PTV.
With more attacking packets every second, the pmadace of network falls
quickly. The packet receive rate gets to 2.0% . When FAP takes effect at
600s, the performance becomes better and packeeerate keep up about
80%.But in our PTV scheme, it takes effect betwB6f@s to 400s, and packet
delivery rate keep up about 85%. And the averageive rate of 40 attacking

packets is 87.8%.
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Performance under 40 attacking packets
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Fig. 18: The performance under 40 attacking packetsin AODV, FAP and PTV

4.3.2 Packet Delay

Packet delay usually refers to the signal or datekgts on the network the
required transmission time, the IP network is comed, and end-to-end delay is
defined by source-node generated packets throutgrafit network equipment

and circuit to the receiver end of time. We definel-to-end delay for node as (3).

End -to - End Delay = Arrival Time— Send PacketsTime..................... (3)
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Packet Delay
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Fig. 19: The performance under attacking packetsin AODV, FAP and PTV

Fig.19 shows the performance under 0-40 attackaumkets in AODV, FAP and
PTV. With the increase in the number of packetskptdelay increases more and
more. We can see that AODV significantly increadmd, all of the PTV scheme
always under 0.4s.We can know the PTV structureebghan AODV and FAP.

The average of AODV packet delay is 0.456/s, FAB.384/s, and PTV is 0.23/s.

4.3.3 Packet Jitter

In the Ad-hoc, many packets must be in the queugngao be transmitted, each
packet sent to the destination from the time atehmsame, and this difference is
the jitter. We use the following formula as (4):

Jitter rate (jitter) = delay variation (delay variece),

Jitter = [(recvtime (j)-send time (j)) - (recvtin{®-send time (i))] / (ji), which j>
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The packet jitter of AODV, FAP, PTV as shown in Faf, Fig. 21, and Fig.22.
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Fig. 20: The packet jitter of AODV

According to the Fig. 20, the AODV packet jittersM@ 456 seconds.
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Fig. 21: The packet jitter of FAP

According to the Fig. 21, the FAP packets jittesva334 seconds.
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Fig. 22: The packet jitter of PTV

According to the Fig. 22, the PTV packets jittersvia23 seconds.

49




The samples are recorded every 10 seconds, thiésrssaw in Fig. 23. The blue

line is the average of AODV packet jitter, the e is the average of FAP packet

jitter, and the green line is the average of PTokedjitter.
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Fig. 23: The packetsjitter of PTV

The samples are recorded every 100 seconds, thiésresow in Fig. 24. The blue

line is the average of AODV packet jitter, the hiee is the average of FAP packet

jitter, and the green line is the average of PTokpdjitter.
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Fig. 24: The packetsjitter of PTV

According to the Fig. 24, the AODV packet jitter w8.456 seconds, the FAP
packets jitter was 0.334 seconds, and the PTV pagkier was 0.23 seconds. We

can see that our approach PTV is better than AORI/FAP.

51



Chapter 5

Conclusion and Future Work

The results of our scheme, we compared with the &#dPAODV as shown in
Table 11.

Table 11 Compared with the PTV FAP and AODV

PTV AODV FAP
Defense attack faster slower Normal
Storage few large Normal
Delay Min. Max. Mid.
Jitter Min. Max. Mid.
Receiverate Best bad normal

Mobile Ad Hoc network (MANET) has widely used in mgapplications, such as
Ad Hoc meeting, military application and emergepemation, etc. However it has
several obvious limitations in nature, for instant@ndwidth constraint and
energy constraint. Moreover, all previously on-dathad hoc routing protocols
are vulnerable to Route Request packets flooditgclatand DATA packets

flooding attack.
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In this thesis, we propose a Priority and TrustugaScheme to inhibit the two
types of flooding attack in ad hoc network. Thehad network inhibits flooding
attack by the nodes neighboring the attacker. Tdues neighboring the attacker
can stop the flooding attack quickly and let theolehnetwork works as there is
no flooding attack accrued. Comparing with FAP &MTT, our scheme PTV

can be found attackers earlier than them.

The major contributions of our scheme are summare follows. Firstly, our
scheme is able to detect and stop the floodingclatteom the first node's
neighboring the attack node. This let nodes inHlbiding attack more quickly.
The second one is our scheme can inhibit the fltapditack launched by two or
more attack nodes working together. The third ¢buation is that fewer storage
spaces and less calculation loads are neededufopropoased approach. The
nodes in Ad Hoc network only record N nodes infaiorg where N is the
number of nodes neighboring itself. This is morgafile to be used in LANs in
which the traffic of each node is almost equal.afyy it is quite efficient and
cost-effective to restore the normal network openra profile from the attacking

maneuver after applying our PTV scheme.
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