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Abstract
In this research, a genetic agorithm

(GA)/tabu search (TS) mixture solution approach
is explored and proposed to address the job shop
scheduling  problems.  Multiple  objective
functions considered include both multiple
guantitative (time and production) and multiple
gualitative (marketing) criteria. Redlistic issues
such as the uncertainty (fuzzy) aspect, relative
importance of criteria and alternative process
plans with the GA/TS approach are resolved with
the aids of fuzzy set theory, analytic hierarchy
process and dynamic probability distribution
within the framework of the multiple objective
functions. Furthermore, a neura network
application to updating the fuzzy duration is
proposed. Implementation of the GA/TS solution
approach is demonstrated and supported by an
illustrative example and computational results.
Keywords: Job shop scheduling; Genetic
algorithm/tabu  search; Fuzzy sets; Neurd
network; Multiple qualitative and quantitative
objectives

1. Introduction
The job-shop scheduling problem (JSP) bears
several significant objectives for production
performance. In addition, its own difficulty to
obtain a solution efficiently attracted an
enormous number of researchers to study on this
subject. Specifically, production scheduling has
been studied from several aspects, including:
I The uncertainty aspect (e.g. processing time
of ajob on amachine, due date);
I The solution technique (various types of
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search techniques, eg. tree, graph, genetic
algorithms, tabu search, simulated annealing,
neural networks, artificial intelligence, etc.);

1 The performance measure (objective) aspect
(single vs. multiple criteria, relative
importance of criteria);

This paper deals with all the above aspectsin an

integrated manner and is mainly concerned with

the integrated multi-criterion approach to job-
shop scheduling issues. Specifically, both time
and production (or quantitative) and marketing

(or qualitative) objectives (such as market

consideration, etc.) are considered. To this

purpose, the genetic algorithms (GAs) were
adapted to handle these problems with the aids of
such techniques as analytic hierarchy process

(AHP) and tabu search (TS).

2. Fuzzy concepts & neural network
application to revise fuzziness
We denote an operation j of ajob J as O;.
Define that an O, has a fuzzy processing time on
agiven machine by atriangular fuzzy number.
The due date of a job J is then defined as
shownin Fig. 1.

2.1. Fuzzy start and end times
Possible fuzzy start time S; of an operation is
evaluated according to [8]:

S. = (maxe-, maxeY, maxe? 1
if (kf U,-/- k q U,-/- k Q Uij k) ( )

where U; denotes the set of operations that has
influence on determining S; of O; and (&/, &/,
") are fuzzy end times of the operationsin U
But (1) could aso present a problem, where
that the fuzziness of fuzzy times summed
together gets fuzzier, the tolerance for the
adjacent operations can become unsuitably large.

2.1.1. Neural network to revise fuzzy time

Back-propagation neural network (BPN) (e.g.
[2]) may be considered. That is, in particular, the
fuzziness of a possible start time of an operation
may be updated according to the current machine
statuses specified as e.g. ‘good’, ‘fair’ or ‘poor’.
The output is then avalue of a for an a-level cut
of §; (Fig. 2). Satisfactory trained results have
been applied in this study.

2.2. Comparison of fuzzy numbers
In this study, the overall-existence-ranking



index (OERI) [3] was adopted. For a triangular
fuzzy number, in the simple pure weighting case,

OM(P)= (p; +4p0'+ A)6

3. Problem for mulation
3.1. The qualitatively evaluated job-sequence

The consideration of qualitative objectives,
however, represents some difficulties (e.g.
judgement and quantification) and may be
considered a multi-criteria decision-making
problem (e.g. [7]). The AHP methodology [12]
appearsto provide a powerful and simple method
for handling these issues. A simple AHP may be
found in [7] and easily adapted for the multiple
gualitative criteria for JSPs, which may result in
herein called a “quditatively evaluated job-
sequence”.

As the soft constraint of the GA/TS agorithm,
specifically job sequences generated by GA/TS
may be compared with the quditatively
evaluated job-sequence. If variance occurs, a
penaty value may be imposed upon the
genetically generated job sequence. The penaty
function is detailed in Section 4.1.3.

3.2. Quantitative objectives

A number of quantitative criteria [10] has
been suggested in the literature. Frequently
utilized, three criteria may be modeled here for
demonstration.

3.2.1. Model 1: minimization of makespan (F,)
Fl = OMM‘S)mm/OM Msp) (3)
where OM(MS),,, represents the defuzzified

smallest makespan found up to a given point of
time. /| (0, 1].

3.2.2. Moddl 2: due-date satisfaction (F,)

We propose a model similar to [8] as: let
C=(ct, ¢, ¢") denote the completion time of J
with membership nf(f). The degree of due date
satisfaction of J, can be defined as

Fo= Q. nf(0 U nf(olde/ & nf(dat @)

3.2.3. Model 3: machine utilization (F;)

To calculate the machine utilization (MU), the
process time of each of the operations scheduled
on a machine can be summed and then divided
by the completion time of the last operation on
the machine using fuzzy arithmetic. Further, use
the OERI to defuzzify the machines utilization,
and the mean utilization is cal cul ated.

4. Multi-criteria GA/TS approach
Fig. 3 depicts the framework of the GA/TS
approach (for short, MC-GA/TS). The following

subsections discuss its components.

4.1. GAsfor multi-objective JSPs

In this section, the GAs, terminology and
design issues are discussed for developing a GA
for the JSPs.

4.1.1. Chromosome representation

In this study, a modified operation-based
method for this purpose that it is suited for
differing numbers of operations of jobs is
proposed and used (Fig. 4).

However, a chromosome thus produced may
consist of genes, which indicate the sequence of
operations and that does not meet the jobs
process routes. In this case, exchange of the
violating genes gives an easy remedy.

4.1.2. Evaluation or fitness function

As multiple criteria are concerned in this
study, a fitness function may be constituted by
these two groups of objectives.

3
F=w(a aF)+wd- L) (5
k=1

where w;, w, and a, denote the weights of the
guantitative and qualitative groups and objectives
F. w, + v, =1, da, =1, and L represents the
penalty function.

The penalty L may be computed as follows.
[Penalty function algorithm]

Sep 1. Compute the overall sequence of the
jobs in a chromosome as that: first compute the
average genes of these jobs, AVG.

AVG= @, /N (6)

where n; denotes the number of operations of J.
Sep 2. Sequence the jobs according to AVG.
Denote it as [gsly.» i=L,..., n, where gs
represents the ordinal number of sequence of J.
Sep 3. Calculate the penalty function value L:
let [gs]y» =1,...,n, represent the qualitatively
evaluated job-sequence where again the value of
gs denotes the ordinal number of sequence of J.

]
L= &7.(95- 05 /Lo (@
where L, denotes the maximum sum of squared
differences between two sequences (for njobs).

4.1.3. Crossover and mutation

Based on past analyses (e.g. [4,5,11,6]) and
ours performed on the JSPs, particularly, the
linear-order crossover (LOX) and position-based
mutation (PM) were elected in the final version
of the algorithm.

4.1.4. Population diversity & reproduction policy
In GAs, €lite preserving strategy (EPS) and its
variations (e.g. GA references in this paper)



almost are the most frequently used strategies in
GAs, though other strategies may also be used
[9]. Besides, as using EPS, to prevent premature
convergence occurring, here as an alternative, the
known roul ette wheel technique is modified.

P,=0/a 0 ®
where p, denotes the probability of individual

chromosome p that may be chosen and r, the
reverse rank of the fitness value of p.

4.2. Incorporation of TSin GA

Since tabu search bears the concept of
neighborhood search and flexible memory or
tabu list. TS[13,1] is suitable for improving the
local search in GA. TS may be performed after
mutation on each chromosome.

4.3. Alternative process plans

Here we assume that the main process plans
are used in the first computations of GA. To
select a chromosome to consider the aternate
process plan in GA, the Boltzmann distribution is
used that:

B, =exg- F,/KT)/& expl F,/KT) (@)

where F, denotes the fitness function value of
chromosome p, K is Boltzmann’s constant (K=1
used in this research), and Ttemperature. Once a
chromosome is selected, a job may be randomly
selected to consider its alternate process plan.

5. Numerical example and some
computational results
The above agorithms are implemented in MS
C++onaPC.

5.1. A numerical example

In this example (Table 1), quantitative criteria
were considered as MS, DDS and MU.
Qualitative criteriawere considered such as
I Market consideration, MC: for jobs in

competitive markets or other requirements (e.g.

promotion);

I And likewise, job profit and/or risk (JR),
customer potential orders (PO) and historical
business with the firm (HB).

The qualitatively evaluated job-sequence by
the AHP procedureis:

(& The qualitatively evaluated job-sequence
[gs]y10=(2,8,3,1,9, 7,6, 5, 4, 10) for the
jobsfrom J, through Ji,.

(b) Thefitness function

F = (0.75)[(0.28)(F)) + (0.65)(F,)
+(0.07)(F,)]+0.25(1- L)

The schedule of this problem therefore
obtained by the MC-GA/TS is shown in Table 2,

where jobs J, and J, were scheduled with their
alternate process plans while the other jobs were
scheduled with the main process plans for the
best fitness.

The example demonstrates that scheduling
can be evaluated with respect to both qualitative
and quantitative objectives. These results can
therefore be very useful to manufacturersin their
effort to devel op efficient production plans.

5.2. A comparison of GA/TS and GA

During implementation of the MC-GA/TS
algorithm, comparison between the GA/TS
algorithm and the GA was also carried out, based
on the CPU time required to 100 generations of
the GA/TS. In 30 trids, the results of highest
fitness function value obtained with each
algorithm were obtained. It is indicated that
GA/TS not only provided the solution with
higher fitness values but also that had a smaller
deviation. A further anaysis of these results
confirmed this observation that: |fj = 49.91 > ¢,
oos = 1.69 and reject Hy: miars £ Mga.
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Fig. 3. Framework of the MC-GA/TS. Fig. 4. The modified operation-based representation.

Table 1. 10 jobs with 4 to 6 operations on 8 machines.

Job PP Operation sequence: Machineno\P, j=1,....n Due date
7 MP 3\(13, 16, 20), 4\(10, 12, 16), 7\(17, 20, 24), 1\(13 16, 20), 6\(12, 15, 19), 8\(12, 14, 18). (105, 115)
L A° 5\(14, 17, 21), 4\(10, 12, 16), 7\(17, 20, 24), 3\(14, 16, 20), 2\(13, 16, 19), 6\(12, 14, 18). ’

1 [ 8\(10, 12, 14), 3\(6, 8, 11), 1\(14, 16, 20), 2\(5, 7, 9), 5\(8, 10, 13), 7\(14, 17, 20). (125, 135)
2 A 2\(10, 12, 15), 3\(6, 8, 11), 1\(14, 16, 20), 6\(5, 7, 9), 5\(8, 10, 13), 4\(15, 18, 22). ’

7 M 3\(13, 16, 21), 2\(8, 10, 13), 4\(10, 12, 16), 5\(10, 12, 15), 8\(17, 20, 24). (140, 150)
3 A 1\(13, 17, 21), 6\(8, 10, 13), 7\(10, 13, 16), 5\(10, 12, 15), 2\(17, 20, 24). ’

7 M 6\(13, 16, 20), 5\(7, 8, 11), 4\(7, 9, 12), 2\(21, 24, 28), 7\(8, 10, 13), 1\(8, 10, 12). (110, 120)
“ A 8\(13, 17, 21), 3\(7, 8, 11), 7\(7, 10, 12), 2\(21, 24, 28), 4\(8, 11, 13), 1\(8, 10, 12). ’

1 M 1\(9, 12, 15), 3\(17, 20, 24), 7\(12, 16, 21), 5\(11, 14, 18). (130, 140)

A 2\(10, 12, 15), 8\(17, 20, 24), 4\(13, 17, 21), 5\(11, 14, 18). '

7 M 1\(15, 18, 23), 4\(9, 12, 15), 2\(6, 8, 10), 8\(14, 16, 21), 5\(7, 9, 11), 6\(15, 18, 23). (115, 130)
5 A 3\(16, 18, 23), 7\(11, 13, 15), 2\(6, 8, 10), 4\(14, 18, 21), 5\(7, 9, 11), 1\(16, 18, 23). ’

J M 2\(7,9, 12), 7\(14, 16, 20), 1\(13, 16, 21), 8\(17, 20, 25), 5\(9, 12, 14). (110, 120)

A 6\(8, 10, 13), 4\(14, 16, 20), 3\(13, 16, 21), 8\(17, 20, 25), 5\(10, 12, 15). '

J M 4\(12, 15, 19), 6\(21, 24, 28), 7\(14, 16, 20), 2\(6, 8, 11), 4\(10, 12, 16), 8\(12, 14, 18). (120, 135)
8 A 3\(12, 15, 20), 6\(21, 24, 28), 7\(14, 16, 20), 2\(6, 8, 11), 1\(10, 12, 17), 8\(12, 14, 18). ’

7 [ 2\(8, 10, 13), 1Y(10, 13, 17), 7\(12, 16, 21), 5\(10, 12, 15), 4\(16, 18, 22), 3\(17, 20, 23). (120, 130)
o A 6\(8, 11, 13), 8\(11, 14, 17), 7\(12, 16, 21), 3\(10, 12, 15), 4\(16, 18, 22), 5\(17, 20, 23). ’

J M 8\(8, 10, 13), 5\(12, 16, 18), 3\(19, 24, 30), 2\(13, 16, 21), 6\(7.5, 9, 13). (130, 138)
10 A 1\(9, 10, 13), 4\(12, 16, 18), 3\(19, 24, 30), 7\(14, 16, 21), 6\(7.5, 9, 13). ’

*PP: Process plan; "M: Main; °A: Alternate.

Table 2. Schedule of the 10 jobs on 8 machines.

Job Operation sequence: Machineno.\gene\S\E,, j=1,....n

7, 310, 0, 0)\(13, 16, 20), ALIN14, 16, 18.7\(24, 28, 34.7), NI5\(25.3, 28, 32.5)\(42.3, 48, 56.5), 1\IO\(44.1, 48, 53.9)\(57, 64, 73.9),
6\36\(59.3, 64, 70.6)\(71.3, 79, 89.6), 8\I2\(90.6, 96, 104.5)\(102.6, 110, 122.5)|.

7 2\21\(8, 10, 13\(20, 22, 28), 3\22\(28.9, 32, 36.8)\(34.9, 40, 47.8), 1\20\(59.2, 64, 70.8)\(73.2, 80, 90.8), 6\38\(75.3, 80, 87.4)\(80.3, 87,
96.4), 5\39\(82.4, 87, 93.5)\(90.4, 97, 106.5), A51\(104.5, 109, 116.3)\(119.5, 127, 138.3)L.

7 3A\(14.1, 16, 18.5\(27.1, 32, 39.5), 210\(28.8, 32, 36.9)\(36.8, 42, 49.9), A2/\(61, 65, TL.2N(7L, 77, 87.2), \A4\(104.5, 100, 116.A\(114.5,
121, 131.4), 8\46\(119.2, 124, 132.6)\(136.1, 144, 156.6)|.

7, 6\8\(8.7, 10, 12)(21.7, 26, 32), 5\O\(23.2, 26, 30)\(30.2, 34, 40.9), ALN(52.1, 56, 62)\(59.1, 65, 74), 218\(61, 65, 71.1)\(82, 89, 99.1),
7\23\(84.5, 89, 95.6)\(92.5, 99, 108.6), 1\25\(94.8, 99, 105.2)\(102.8, 109, 117.2)].

I T\5\(16.1, 18, 2L.2)\(25.1, 30, 36.2), 3\33\(36.7, 40, 45)\(53.7, 60, 69), 7\53\(94.4, 99, 105.8)\(106.4, 115, 176.8), 5B5\(116.4, 171,
128.4)\(127.4, 135, 146.4)].

7 1\2\(0, 0, 0)\(15, 18, 23), ANI3\(25.3, 28, 32.5)\(34.3, 40, 47.5), 220\(38.4, 42, 47.5)\(44.4, 50, 57.5), B\30\46.1, 50, 55.2)\(60.1, 66, 76.2),
5\9\(71.1, 76, 82.8)\(78.1, 85, 93.8), 6\52\(82.4, 87, 93.5)\(97.4, 105, 116.5)|.

7 6\3\(0, 0, 0)\(8, 10, 13), A\14\(36.2, 40, 44.9)\(50.2, 56, 64.0), 3\34\(55.9, 60, 65.8)\(68.9, 76, 86.8), BAI\(71.1, 76, 83.4)\(88.1, 96, 108.4),
5\43\(92.5, 97, 104.8)\(102.5, 109, 119.8)|.

7 26\(0, 0, 0)\(12, 15, 10), B\I6\(23.1, 26, 30)\(44.1, 50, 58), 7\28\(58.7, 64, 7L2)\(72.7, 80, 91.2), 231\(84.2, 89, 9B)\(90.2, 97, 107),
4\35\(92.5, 97, 103.6)\(102.5, 109, 119.6), 8\45\(105, 110, 118.5)\(117, 124, 136.5)|.

7 27\(0, 0, O)\(8, 10, 13), 1\L2\(26.7, 30, 34.1)\(36.7, 43, 51.1), 7\24\(44.3, 48, 53.5)\(56.3, 64, 74.5), 5\26\(58.9, 64, 70.9)\(68.9, 76, 85.9),
A\37\(72.8, 77, 84)\(88.8, 95, 106), 3\54\(93.1, 100, 109.4)\(110.1, 120, 132.4)].

T 8\32\(0, 0, 0)\(8, 10, 13), VIO\(31.3, 34, 38.8)\(43.3, 50, 56.8), 347N\(71.1, 76, 83.4)\(90.1, 100, 113.4), 2\48\(93.3, 100, 109.1)\(106.3, 116,

130.1), 6\50\(109.4, 116, 125.6)\(116.9, 125, 138.6)|.
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