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Abstract

In recent years, due to fast development of wireless sensor networks, the
numbers of nodes are increasing, and their scope of applications is continuously
expanding, including environmental monitoring, military and Smart home
applications. The power supply, memory and computing power of wireless sensor
nodes are greatly hampered in wireless sensor networks so that the wireless sensor
networks are classified as a task-oriented framework. This study focused on
exploring problems caused by traffic congestion on the wireless sensor networks
with a large amount of flow, such as packet loss, bandwidth reduction, and waste
of energy on the sensor nodes. We proposed a cooperative strong node
mechanism, in which a threshold is set to determine whether the node traffic is
over. When the load exceeds, the privilege of corresponding sensor nodes is
upgraded so that it can command its child nodes to change the transmission path
to effectively distribute the traffic; furthermore, when the traffic exceeds preset
overall network flow, new sensor nodes are added in the network to relieve the
traffic. This mechanism can increase network throughput and effectively prevent
the occurrence of congestion problems, and is suitable for a variety of routing

protocols.

Keywords: Wireless sensor networks, Packet loss, Throughput, Congestion
problems

II



YRR

TE K Fla AR PRy B FH R #ﬁ,a]%]] SR S
S BEehfcE - 7 BT B 4r 0 ¢ 573 ¥ P|(Environmental monitoring) ~ & ¥ *
# (Military) ~ 4 £ 75e(Smart home) % = & - & & AL PIER P > £ AL P&
LS S RS L ER R U R RS St S0 R UL TIPS
AR PRS2 S e DT RBAE o MR PR
T AR BT E BA AL RN R T
Fae B A HFEE AR RSB B ARG o A e B EE T e
AAED BRI - BN RSES ;g X F - BRI ES AR LT
RBRE 'R E > §FOFRPIAT T E R Bz aghaiE ' o 288
SEAEER AL UL ds SRS B 2

BAZE f I 0 b ATOR RIS BEE 0 m 2 F EATHVR G AR Bl & B TR

LoV ERR R REFL R Gt LEERARL S EE T T
Bed 5
M4Ese © R SUL RIEL, e A, SR R A

III



®

BF TR Y k¢ o g LR B R e L aniiiscE o X
Rt fedg o> A RADFIZF > RADFLARA L oD
FYA A2 FERLEF > X2 ET AT a T2 58P E > v g
o {REA LS c R BRBFIES R F 0 R R
PR E RARmT PN F L R EB PG o RIS BE 4 L S D
TR PP ERE IR M RRRE CGFER MRG0 KR

Highm e L fe 2 pE e

fa it graEk o

Bhm AERR A { BREWRRIIE A ML FEPE AT
AR B R AL EE T c RFER B IE L

F_*
s
e

AR 3

! -—
>
\
W
N
=
AN
‘13;
ﬁ
e
e
(s
_‘1
ﬁ

H5R L BT R

™

S

5 E
Fos R FE ACRBERRS T RS R RS S PR
FoBRAEF R T GRS TFAG R %R i%%ﬁ%
FEDFE R AFESNARS AFH RAFRE T FRB R R v E
RS R RS I AR AL A 3 BARBERFET 5
Thr®o
BRI A SR s R e SR BB e 2
A FHLR
g EE
WRASETNESE LT AT
TRE 2R %R E

2012 # 7

v



Contents List

CONLENLS LIST..entiiiiietie ettt et ettt ettt e b 1
FAGUIE LISt oottt ettt ettt ettt e b nreenbaennaeenne 3
Table List oo e 4
Chapter I INtrodUCHION ........cccvieeiiesieesrssssnensseereeereeteeeesresseeeseenseeesseensnesseenseennne 5
1.1 Overvighf........ # A ... . B ... Tel N . . 8 5
1.2 Mofil#ation .. 8¢ £/ 7 . et A N o N oo v e 6
1.3 Organization Of TheSIS .....cccceeveriiniiiiniiiii ittt 7
Chapter 2 Related Work and Background ............c.coooooiieiieiiiiniiciice e, 8
2.1 The Wireless Sensor NetWorki...........cooiiiiiiiiiiiee e 8
2.2 Congestion Control SChEMES .....cc.uiiiiiiiiiiiiiaiiieeiieniee ettt srneeeeens 13
2.2.1 Priority-Based Scheme ... sttt 13

2. @8R ate-Bgscd/Sgllfme ... Tt L, A 14

2.2.3 Buffer-Based Scheme............cociiiiiiiiciistiee e 15

2.3 Routing ProtocOWim...........JL. frwg . o . Lot ... a0 o eeeieenreriaenns 16
2.3.1 FIat ROULING ..ottt e 16

2.3.2 Hierarchical-Based ROUtIng ..........cccceeeviiieiiiiiiiieeieecee e 19

2.3.3 Location-Based ROULING.........ccoueeiiiiiiiieiiieiieieecee e 23
Chapter 3 Cooperative Strong Node Mechanism (CSNM) .......cccccevevveeennennee. 25
3.1 The MechanisSm Phases ..........c.cccieriiiiieniieiieie e 26



3.1.1 General NOAE MOAE ......oeeeeeeeeeee e 26

3.1.2 Strong NOde MoOde .......cccueeriiiiiieiieeiieieeie et 27

3.2 Congestion Avoidance and Control............cccceeeviiiiiiieeeniiee e 29
3.3 N0AE WEIGHL.....oiiiiiiiieiiecieee et s 33
Chapter 4 Experimental ReSults .........cccceeviiieiiiiiiiiececeeeeee e 36
4.1 The Setup of EXPEIriMENtS .........cccveviieriieeiieiieeiteeeieeeieeeeeeae e eveeseneeveens 36
4.1.1 The AODYV Protocol...........c..oiiiueeniiiiienieeiieee sttt 37

4.1.2 Comparison of Packet Received Rate .........cccccceeevveniiiiieniieciie, 37

4.2 The@Bxperighemdl/ROS N o i e % b oo O ... 38
Chapter 5 CoONCIUSION.c...i...iieiteertieereesieessseesaesseesseeeesaessbeesseeseeeseesseeesseesnseesseens 42
Biblj@@raphy .......o .00  SEE——a._._dSE—— e N B 43



Figure List

Figure 1 The relationship between IEEE 802.15.4 and ZigBee. ..........ccvveeuneeee. 10

Figure 2 Topologies of ZigBee: (a) Star topology (b) Mesh topology (c) Cluster.

......................................................................................................................... 12
Figure 3 An instance of interest diffusion in sensor network. ............cccceevereennene. 18
Figure 4 The pseudo code of general node mode. ...............cccevieniiiiniininncnnene. 27
Figure 5 The pseudo code of strong node mode. ............ovueiiiuereeniiiieenienceieeene 28
Figure 6 The state diagram of node mode transfer. ............coceoiiviieniniinniennene. 30
Figure 7 The operation 0f CSNM. ...cc..iiiiririienrienienienieiite sttt enbaeeee e 32
Figure 8 The operation of CSNM. .....iiiiiiiiiiiiiiiiii e 33
Figure 9 The pseudo code of the node receive the ACK packet..................cceeee.... 35

Figure 10 Comparison of packet receiving rate of AODV-CSNM and AODV....39
Figure 11 Average residual energy of AODV-CSNM and AODV........................ 40

Figure 12 Comparison of packet receiving rate of AODV-CSNM and AODV does

not consider the energy CoONSUMPLION. ..cii..vveeruuieeiiireerrieerieeerieeeereeerveeeneneeens 41



Table List

Table 1 Operation bands of IEEE 802.15.4specification...........ccccevevererernennenee 10
Table 2 The symbol definition for Figure 4 and Figure 5. ........ccccoovvevieniincinenen. 26
Table 3 The symbol definition for Equation 2 and Equation 3. ............cccceneee. 34

Table 4 The parameters of eXPEriMENtS. .......cccvieriierreeieeeieeneeeieenieereenreeseeneneas 36



Chapter 1

Introduction

1.1 Overview

In recent years, wireless communications transmission gradually replaced the
traditional wired transmission. The wireless sensor network composed by many
sensor nodes is a major field of study in wireless communications. The sensor
node has four units: sensing unit, processing unit, transceiver unit, and power unit.
These nodes can detect states within its sensing range, such as temperature,
humidity, sound, and pressure. The wireless sensor nodes equipped with limited
power, memory and computing capability, so wireless sensor networks are
classified as a task-oriented application network type. In addition, the main
protocols of wireless sensor network is IEEE 802.15.4 for Low Rate-Wireless
Personal Area Networks (LR-WPANS), task group 4 (TG4) within the IEEE
802.15 specifications. Characteristics of the LR-WPAN wireless sensor networks
are a low rate, low energy consumption, low cost, and they support a large
number of sensor nodes. In wireless sensor networks applications, there are
hundreds to tens of thousands sensor nodes, which leads to very complex network
operations. In this study, we focus on avoiding the congestion problems and

increasing the packet arrival rate in a large network environment.



1.2 Motivation

In wireless sensor networks, energy management and packet loss have been
the focus of discussion. Many routing protocols have been designed for these
problems, such as Low-Energy Adaptive Clustering Hierarchy (LEACH),
Threshold Sensitive Energy Efficient Sensor Network Protocol (TEEN), Hybrid
Energy-Efficient Distributed Clustering (HEED), Geographic Adaptive Fidelity
(GAF), Geographic and Energy Aware Routing (GEAR), and Simple Least-Time
Energy Routing Protocol with One-Level Data Aggregation (LEO). These routing
protocols can be used to reduce energy consumption and distribute traffic.
However, with increasing number of nodes, packets processed by each node
significantly increase. There is no guarantee that nodes with large flow do not
exhaust all energy or have traffic congestion due to overloading, leading to packet
loss or node failure. The existing routing protocol solution is to change the
transmission path when packet traffic over the loading limit, which trades off the
transmission efficiency for the benefit of traffic dispersion. Although it works in
some cases, but when the traffic of all other paths exceeds loading limits in the
same time, the wireless sensor networks will collapse. At this point, new nodes
are needed to be added in the network to quickly work together with the original
nodes.

In this thesis, we propose a Cooperative Strong Node Mechanism (CSNM)
based on the change of the transmission path method. Compared with the previous
protocols, it not only makes accurate selection of alternate paths, but also quickly

adapt to the original network when a new node is required to be added in. Both in



the Hierarchical protocols or Location-based protocols, when node traffic will
soon exceed the load limit, the privilege level of nodes will be elevated and it can
command its child nodes to change the transmission path. Compared to other
distributed traffic agreements, we focus on the part of selection of alternate paths.
In order to accurately select alternative paths, we will consider the following three
factors: the remaining buffer size, residual energy, and the number of hops to the
base station. In addition, this mechanism also has the advantage that the new
added node can automatically adapt to the existing network and quickly become

operational. The proposed method will be described in detail in later chapters.

1.3 Organization of Thesis

The rests of this thesis are as follows. Chapter 2 reviews related work and the
basic concept of wireless sensor networks. Chapter 3 introduces the proposed
method, the Cooperative Strong Node Mechanism (CSNM). In Chapter 4, we
describe the simulation environment and method, and compare the simulation
results of the proposed method with existing related agreements. Chapter 5

concludes this thesis.



Chapter 2
Related Work and Background

2.1 The Wireless Sensor Network

Wireless sensor networks consist of a lot of sensor nodes to monitor and
measure sound, light, air vibration or temperature, etc. They can also send data to
the base station with simple computing and wireless communication capabilities.
In order to achieve a large scale of deployment, the sensor nodes have low cost,
low power, small size and easy to deploy features and they can be used in a
hospital, in the military, the warehouse, and at home for management and
automation. Nowadays, ZigBee is referred to the wireless sensor network, rather
than Wireless Ad-hoc Network (WANET), although both have similar structure,
but there are many different natures between them. The focus of this study is on
the ZigBee applications.

In December 2004, the official version for the ZigBee 1.0 specification was
released by the ZigBee Alliance [1]. The alliance was initially set up by
Honeywell, Invensys, Mitsubishi, Motorola and Philips, and the number of
alliance members so far has more than 200 companies and extends to 26 countries.
The name idea of ZigBee is by the bees: the bee doing the Z-shaped fly to inform
peers of the pollen. The development objective is to create the wireless network
with a low data transfer rate, low power and low complexity. It can work for at
least a few months or even for a year with a battery. The ZigBee has three

characteristics, as detailed below:



1. Low power consumption

The low data transfer rate of Zigbee devices let them send and receive data by
less time. They are in the non-operating mode when the device is in the sleep
mode. To send and receive data, they will wake up again. In the sleep mode, the
device consumes very low power, and it allows ZigBee to operate on only
batteries for several months or even up to one year.

2. High reliability

ZigBee employs a collision avoidance mechanism on the MAC layer. When a
node receives a packet, it sends a confirmation message to inform the sender. If
the sender does not receive a confirmation message, which means that the packet
collided with other packets, then it will retransmit the same packet. The collision
avoidance mechanism increases reliability of the transmission system.

3. High scalability

In order to achieve the aim of wide deployment, a ZigBee network can support
up to 255 devices to each communication link; and the network can be expanded
up to thousands or even tens of thousands of devices by using a ZigBee network
coordinator.

ZigBee is a specification based on the I[EEE 802.15.4 wireless standard that
employs the standard of low-rate wireless personal area networks (LR-WPANS)
such as physical layer (PHY) and media access control layer (MAC). ZigBee
operates in three radio bands. The MAC layer provides flow control, network
organization, and data encryption (AES-128) services. The radio band of its
license-free radio channels and the application areas are as shown in Table 1, and

its transmission range is from 10 to 75 meters.



Table 1 Operation bands of IEEE 802.15.4 specification

Operation Bands 868.0 ~ 868.6 MHz 902 ~ 928 MHz 2.4 ~2.4835 GHz
Area Europe Americas Worldwide
Channels 1 10 16
Data rate 20 Kbps 40 Kbps 250 Kbps

While ZigBee and IEEE 802.15.4 architecture is similar, but there are some
different as shown in Figure 1. In November 2007, the Alliance completes

development of ZigBee 2.0 specification to provide more function of networks.

A
Application Layer User
Y
A
Application Framework
Network and Security
Layers
ZigBee
MAC Layer
IEEE
802.15.4
PHY Layer
2.4 GHz 868 / 915 MHz
NI, S

Figure 1 The relationship between IEEE 802.15.4 and ZigBee.
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ZigBee supports the star topology, mesh topology (also known as point to
point), and cluster tree topology networks as shown in Figure 2. There are three
types of network devices:

® ZigBee coordinator (ZC)

It is the most powerful among these three devices. It can be used as the root of
the network tree and can also be used as the router of the network. The
coordinator has more memory than the other two types, and it has greatest
computing and power supply abilities. There is only one coordinator in a network.

® ZigBee Router (ZR)

The ZigBee router can act as a relay router as well as a coordinator, but it has
limited computing capacity and power. It can immediately communicate to all
types of device, and relays data from other devices to the base station.

® ZigBee End Devices (ZED)

It contains the least functions. A router can only communicate with parent
nodes (ZigBee routers only), and it has least memory. So it is less expensive than
the ZigBee coordinator and router. The end device cannot relay data from other
devices to reduce cost and setup complexity. It is suitable for simple applications

because it can switch to the sleep mode to save energy.
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L) (C)

(B)

Figure 2 Topologies of ZigBee: (a) Star topology (b) Mesh topology (c) Cluster.

In Figure 2 (a), the devices in a star topology directly communicate with the
central coordinator of the network. In this case, the ZigBee coordinator is the most
powerful device in the network, and the other devices are only equipped with
batteries to maintain operation. The star topology is more suitable for applications
in smaller areas such as home. Figure 2 (b) shows that the mesh topology allows
nodes transmit and relay by multi-hops to reach the ZigBee coordinator. The mesh
topology provides high reliability structure with a scalable range. Figure 2 (c)
shows a cluster tree topology, in which most devices are ZigBee routers. The

ZigBee routers have communication links to ZigBee end devices as leaf nodes,



and relay data to the ZigBee coordinator. The routers are responsible for
communicating with the coordinator. There is only one coordinator for each
network (the black node in Figure 2). The advantage of the cluster structure is that

it can increase the range of the radio signal coverage for data communication.

2.2 Congestion Control Schemes

In this section, we briefly describe various congestion control schemes in
WSNs. They can be classified into priority-based, rate-based, and buffer-based
schemes.

2.2.1 Priority-Based Scheme

In the priority-based scheme [2], it emphasized the importance of priority
mainly. Most recent researches about congestion control for wireless sensor
networks only guarantee simple fairness, which means that the sink receives the
same throughput from all sensors. In fact, sensors might deployment in different
places, have the difference of hardware or capacity and the sensing events are
different. Therefore, the priorities of sensors may be different. The importance
sensors have higher priority, which means the importance sensors can gain higher
throughput. In [3] a priority-based congestion control protocol is proposed. This
scheme uses packet inter-arrival time along with packet service time to measure a
parameter defined as congestion degree and furthermore imposes hop-by-hop
control based on the measured congestion degree as well as the node priority
index. The packet inter-arrival time (t}) is defined as the time interval between
two sequential arriving packets and the packet service time (tl) is referred to as

the time interval between the time a packet arrives at the MAC layer and the time

13



its last bit is successfully transmitted. Based on the average inter-arrival time and
average service time, It defines a new congestion index; congestion degree d(i) =
ti/tL. If d(i) is larger than 1, the node experiences congestion. Each sensor node i
has dependent congestion degree in the header of data packets to be forwarded.
The notification is triggered when the node overhears a congestion notification
from its parent node in a time period. Finally, each node allocates data rate to its
upstream nodes according to their priorities.
2.2.2 Rate-Based Scheme

The basic idea of the rate-based scheme is for a forwarding node to estimate
the number of flows coming from each upstream neighbor and assign
transmission rate in accordance with the fairness when congestion is detected. In
[4] an event-to-sink reliable transport protocol (ESRT) is proposed for congestion
control. ESRT is a centralized protocol to regulate the reporting rate of sensors in
response to congestion detected by sink. Each sensor node monitors its local
buffer level and sets a congestion notification bit in the packets forwarded to sink
if the buffers overflow. When the sink receives a packet with the congestion
notification bit set, it infers congestion and broadcasts a control signal notifying
all source nodes to reduce their reporting frequency. A distributed congestion
detection and avoidance protocol (CODA) is proposed in [5]. In CODA, if
congestion is detected, the receiver will broadcast a suppressive message to its
upstream neighbors and at the same time make local adjustment to prevent
propagating the congestion downstream. When an upstream node receives a
backpressure message, based on its own local network conditions it determines

whether to further propagate the backpressure signal or not. This scheme does not
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consider the fairness issue. The authors in [6] propose a mitigating congestion
protocol which combines three congestion mitigating mechanisms, hop-by-hop
flow control, rate limiting and prioritized MAC layer. This scheme requires a tree
routing structure to work correctly. A localized algorithm for aggregate fairness
protocol is proposed in [7]. When a sensor receives packets more than it can
forward, the sensor will calculate and allocate the date rates of upstream
neighbors by a weighted fairness function. However, the fairness function of this
congestion control protocol was not considered carefully with the remaining
buffer size and transmission rate at the same time. It only considers that the sum
of data rate from upstream neighbors must be less than the sum of data rate it can
forward to downstream neighbors when congestion is detected.
2.2.3 Buffer-Based Scheme

In the buffer-based scheme, the key for congestion control makes sure that a
sensor node i sends a packet to its downstream neighbor sensor node j only when j
has buffer space to hold the packet. This scheme is simple and effective, but it
does not consider the data rate of upstream and downstream neighbors. It
eliminates the complicated rate-based signaling required by many existing
congestion control approaches. This scheme, unlike the rate-based approaches, it
does not loss packets. Let N; be the set of the neighbors of node i. The remaining
buffer size of 1 changes when it receives a packet from upstream neighbors or
forward a packet to a downstream neighbor. When node i sends out a packet, it
piggybacks its current buffer state in the frame header of package. Consider a
neighbor sensor JEN; . When j receives or overhears a packet from i, it caches the

buffer state of i. The sensor j has a packet to forward 1, only if the buffer of i is not
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full. If the buffer of i is full, j withholds the packet until it overhears a packet from
i, piggybacking a non-full buffer state. In [8] a congestion avoidance protocol
based on lightweight buffer management in sensor networks is proposed.
Although it can realize and guarantee the packet does not loss in the forwarding
way, the buffer utilization is low.

Most of congestion control protocols did not consider buffer state and date rate at
the same time. The rate-based scheme is for a forwarding node to estimate the
number of flows coming from each upstream neighbor and assign rate in
accordance with the fairness when the congestion is detected. The buffer-based
scheme makes sure that a sensor i sends a packet to its downstream neighbor j
only when j has buffer space to hold the packet. Both the two schemes consider
either in data rate or buffer state to allocate the data rate for its upstream

neighbors.

2.3 Routing Protocol

Routing protocols can be divided into three types of wireless sensor networks
respectively as flat-based routing, hierarchical-based routing and location-based
routing. In this section, we present a detailed review for some routing protocols.
2.3.1 Flat Routing

With flat routing, each sensor node plays the same role, and sensor nodes
collaborate to perform the desired sensing task. Generally, the application of such
network is data-centric over the network [9]. The BS broadcasts queries packet to
interest area and wait for data from the sensor located in selected region. Since

data will continue relay through queries, it is necessary to specify the interest data
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until found. Since it is a simple protocol, it can be applied on sensor node lack of
resource. But this category protocol does not possess effectively energy
conservation due to the information obtained via broadcast coordination. At the
same time, they transmit data to all sensor nodes by flooding. It has also
bandwidth limited issue. In flat routing, they can be divided into several protocols.
SPIN [10], and Directed Diffusion [11] provide obvious examples.

Sensor protocols for information via negotiation (SPIN) protocol is two
network layer protocols based on data-centric routing, and the sensor nodes that
have data to send broadcast to their neighbors and send the sensing data only to
those nodes that are interested. To reduce the energy expended in the broadcast of
advertisements, the SPIN protocol family uses meta-data descriptors, which
describe the actual sensor data in a more compact size. SPIN works based on how
much energy is remaining via access to the current energy level of the node and
adapts the protocol. Besides, the SPIN family of protocols includes many
protocols. The main two protocols are called SPIN-1 and SPIN-2.These protocols
are suitable for an environment where the sensors are mobile, because they make
their forwarding decisions based on local neighborhood information. In addition,
one of the advantages of SPIN is that topological changes are localized since each
node needs to know only its single-hop neighbors. However, SPINs data advance
scheme cannot guarantee the delivery of data. Furthermore, the extravagant time
spent in such activities might not suit some applications that require the sensor
nodes to respond quickly to an emergency situation.

In Directed Diffusion, the base station broadcasts its interests to all sensor

nodes in the network. Each sensor node stores the interest in its local cache, and
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uses the gradient fields within the interest descriptors to identify the most suitable
path back to the base station. These paths are then used by source nodes to
transmit the sensing data to the base station. For example, refer to Fig. 3(a), the
base station initiates an interest flooding over the network. Each sensor setups a
gradient toward the sensor nodes from which the interest was received (Fig.3 (b)).
More generally, gradient information contains an attribute value and a direction.
The strength of the gradient may be different among distinct neighbors, and thus
results in different information flows. In Fig. 3(c), sensor node sending data to BS
is along built gradient path. In addition, directed diffusion also combines the data
coming from different sources route (data aggregation) by eliminating redundancy,
minimizing the number of transmissions, thus saving network energy and
prolonging its lifetime. However, this routing protocol can not apply to
application that always requires delivery to the base station, because the
query-driven on demand data model may not support in this regard. Furthermore,

the sensor node may cause extra overhead for matching data by queries.

(A (C)
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Figure 3 An instance of interest diffusion in sensor network.
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2.3.2 Hierarchical-Based Routing

In this protocol, it has well-known techniques with special advantages related
to scalability and efficient communication. As such, the concept of hierarchical
routing is also utilized to perform energy efficient routing in WSNs. In
hierarchical routing, during the network set up phase, sensor nodes are first
grouped into a number of clusters by certain criteria (e.g. distance, location). For
each cluster, a node is elected as cluster head (CH). Clusters in turns collectively
formulate a hierarchical routing architecture. In data dissemination phase, member
nodes in each cluster first transmit respective sensed data to their cluster heads, in
which data aggregation or data fusion will be performed. The purpose of data
aggregation is aimed at reducing the amount of transmitted messages, and thus
saving energy expense. In addition, the cluster heads send them to the base station,
using direct or multi-hop transmission methods. Most previous research on
hierarchical network routing focused on the protocol design and performance
evaluation in terms of the power conservation and prolong lifetime. Hierarchical
routing makes its main contributions on network scalability, data reduction and
energy conservation. Related researches include LEACH [12], LEACH-C, TEEN
[13], APTEEN [14], DECHP [15], PEGASIS [16], etc.

The LEACH routing protocol makes contribution to balancing energy
consumption of nodes, and constructs a simple two-level routing architecture for
data transmission. The cluster head is formed by randomly selecting a few sensor
nodes, and rotating this role to evenly distribute the energy load among the sensor
in WSNs. During creation of clusters, each node decides to become a cluster or

not in current round. This decision is made by node n to choose a random number
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between 0 ~ 1. When the number is less than a threshold T(n), the node becomes a
cluster-head for the current round. P is the cluster-head probability and G is the

set of nodes. The threshold is set as:

1

—~, If n €G
T(Tl)= 1—px(rmod5) f (1)

0, otherwise

Although LEACH is able to prolong the network lifetime, there are still
issues with energy consumption in this protocol. For example, when cluster heads
are far away from the base station, the energy may be quickly depleted and thus
the whole network becomes out-of-function. In addition, the assumption on
unlimited transmission range for sensor node makes it impractical. Moreover, the
LEACH protocol always needs to rebuild its routing architecture after transmitting
a certain amount of data. This implies that the protocol will increase some extra
energy expenses, and thus shorten system lifetime. Beside, the head election of
LEACH is random that that the desired number of cluster heads cannot be
guaranteed to be elected or the elected heads be evenly positioned.

Another one routing protocol is a centralized version of LEACH. LEACH-C
selects cluster head by the base station (BS). BS collects information regarding
the location and energy level in sensor networks. Then, base station employs an
annealing algorithm and average energy threshold condition to predetermine
number of cluster heads and configure the network into clusters. These

non-cluster heads are chosen as cluster head by minimizing the energy cost to the
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transmission distance. A centralized version of LEACH improves issue of random
cluster head, but it still unsuitable for a large range of sensing environment.

On the other hand, TEEN and APTEEN reduce energy consumption by
restricting the transmission number of data. They have two setup phases, i.e.
proactive networks and reactive networks. The proactive networks are
periodically switched on their sensors and transmitters to sense the environment
and transmit the data of interest. This method is suitable for periodic data
monitoring. By the way, reactive networks respond to violent changes of sensing
environment. This scheme is suitable for time critical conditions. They filter
available data by set up two thresholds: Hard/Soft threshold according to end user
requirement to reduce transmissions of unnecessary data and energy consumption.
The hard threshold tries to reduce the number of transmission by allowing the
nodes to transmit only when the sensed attribute is in the range of interest.
Another one, the soft threshold advance reduces the number of transmission that
might have otherwise occurred when there is little or no change in the sensed
attribute. Nevertheless, this scheme has one main drawback: if the thresholds are
not received, the nodes will never communicate, and the user will not get any
message from the network at all. Beside, this protocol still depends on architecture
of LEACH, so it has energy conservation limits.

DECHP is a distributed cluster-based routing protocol, in which, each sensor
node first computes its neighbor set, and then broadcasts its set to the neighbors
for organizing local clusters. Only node with sufficient energy can by turns act as
cluster head in each cluster. The CHs use a geographical (by GPS) and energy

aware neighbor cluster head selection heuristic to relay their aggregated data. All
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non-cluster head nodes send their message to the CH, while the CH node receives
message from neighbors of the cluster members, performs signal processing
functions on the data (data aggregation) and forwards data to its upper level CH
and so on still the data reaches the BS. Besides, based on the minimum learned
cost, the CH picks up the suitable neighbor cluster head as its next-hop destination.
Although this protocol can yield an improvement on network lifetime and
averaged energy savings, it may consume a lot of energy on local cluster
formation. Additionally, the cluster head may also pay much more time and
energy to use a heuristic to choose its next hop. Moreover, a GPS system installed
with the nodes also introduces a significant increase on hardware cost.

Lindsey and Raghavendra proposed a PEGASIS routing scheme. In their
protocol, an optimal chain-based routing path is built before transmission. The
basic method of the protocol is that in order to prolong network lifetime, each
node in this chain communicates only with the nearest neighboring node, and will
be elected as cluster head by turns for data aggregation. Thus, PEGASIS has two
goals. First, to extend the lifetime of each node by employing collaborative skill
and as a result the network lifetime will be increased. Second, each node is close
together to reduce bandwidth consumed in communication due to local
coordination. Although the PEFASIS avoids clustering overhead by dynamic form
cluster, but it still requires dynamic topology adjustment since that a sensor node
needs to know about adjustment can introduce significant overhead especially for
highly utilized network. In addition, the protocol must take at least O(n)
communication overheads to build its routing chain. It is therefore unsuitable for

large sensor networks.
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2.3.3 Location-Based Routing

In this routing, every node is known by its location, and the routing
algorithm improves energy consumption and target tracing problem by location.
The distance between neighboring nodes is able to be estimated by incoming
signal strengths, and such information between neighbor forms relative
coordinates of neighboring nodes. The location of nodes may be available directly
by communicating with a satellite, or using Global Positioning System (GPS) if
nodes are equipped with a small low power GPS receiver. To save energy, some
location based schemes demand that nodes should go to sleep if there is no
activity. Here we summarize the location or geographic based routing protocol.
The GAF [17], GEAR [18] are used in this routing architecture.

The concept of virtual grids in the context of routing is used in GAF. All
nodes in a virtual grid are equal from a routing perspective. GAF identifies
redundant nodes within each virtual grid and switches off their radios to achieve
energy savings. According to this protocol definition of a virtual grid, any node in
an adjacent grid can communicate with each other. Therefore, GAF conserves
energy by turning off unnecessary nodes in the network without affecting the level
of routing fidelity. At the same, each node has GPS-indicated location to associate
itself with a point in the virtual grid. But GAF cannot be used for flooding
because of the small size of its grids; the density in the Network has to be very
high for nodes to take advantage of GAF for saving energy. GAF is mainly
designed for routing where nodes in a virtual grid maintain the condition that at
least one node in the virtual grid is awake. This results in a significant overhead if

used for minimizing retransmissions.
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Geographic and Energy Aware Routing (GEAR) uses energy aware and
geographically-informed neighbor selection heuristics to route a packet towards
the destination region. It uses a recursive geographic forwarding technique to
disseminate the packet on the inside of the region. In GEAR, each node keeps an
estimated cost and a learning cost of reaching the destination by its neighbors. The
estimated cost includes residual energy and distance to destination. The learned
cost is exquisite estimated cost that accounts for routing around holes in the
network. The key idea is to restrict the number of interests in directed diffusion by
only considering a certain region rather than sending the interests to the whole
network. Although these protocols can save the most energy consumption, they
spend more cost on installing GPS device in the sensor node, a drawback for
hardware design of sensor nodes.

In above description, we know that energy consumption mainly depends on
transmission and reception in wireless sensor networks. As the results, they show
that the hierarchical-based routing has obvious efficacy on energy conservation. It
also prolongs system lifetime via data aggregation scheme. As a consequence, we
develop an efficient energy routing protocol with hierarchical architecture, and
propose a multi-level cluster framework applied on a large environment, at the
same time reducing unnecessary transmission. The details are described in

Chapter 3.
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Chapter 3
Cooperative Strong Node Mechanism
(CSNM)

A wireless sensor network is composed of many sensors. The hardware
conditions, such as energy and memory, of these sensors are limited. To
effectively extend the operating hours of the wireless sensor networks and solve
the congestion problems are very important. There are two types of congestion in
wireless sensor networks. One is channel collision and the other is buffer
congestion. The first type of channel collision can be solved in MAC layer by
CSMA, FDMA, TDMA, and CDMA [8]. A growing number of sensor networks
use CSMA for medium access. For example, the widely used Berkeley motes use
a simple CSMA MAC as part of the TinyOS platform. The CSMA can improve
channel collision but cannot solve the congestion problem. It may cause the buffer
of a sensor overflow if several neighbors of the sensor have packets with high data
rate to the sensor.

Here we propose a new mechanism that can effectively solve the buffer
congestion. The method called Cooperative Strong Node Mechanism (CSNM).
The method is response to ACK Packet with a warning message when the node
will have excess load. The warning message is used to notify the particular child
nodes of the need to change the path. Child node then broadcasts query Packet to
obtain the weight value of the neighbor, and selects an alternate node to solve the

congestion problem. The details of the method will be given in the next section.
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3.1 The Mechanism Phases

The functionality of the proposed mechanism could be divided into two
modes when the node receiving a packet: general node mode and strong node
mode. This section presents each mode in detail.

3.1.1 General Node Mode

General node mode is the basic mode of operation. In this mode, the node
adopts the selected routing protocol, and when the buffer loading exceeds the
threshold, it will switch the mode to the strong node mode and then begins to
perform traffic dispersing action. Table 2 shows parameters of the pseudo code.

The pseudo code of general node mode is depicted in Figure 4.

Table 2 The symbol definition for pseudo codes in Figure 4 and Figure 5.

Symbol Definition

B, Buffer loading

By Buffer size

HLTV 1 High load threshold value in general node mode
HLTV 2 High load threshold value in strong node mode
LL Low load threshold
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General node mode( )
Function
Node receives the packet.
If(packet type is forwarding){
Put the packet to the buffer.
Update this node buffer load.
If(buffer loading is higher than the HLTV 1){
Return an ACK packet with a command to change the path.
Set the node mode to strong node mode.
b
Else
Return an ACK packet.
}
Else

Put the packet to the buffer.

Figure 4 The pseudo code of general node mode.

3.1.2 Strong Node Mode

In the general node mode, when the buffer loading is higher than HLTV 1,
the node will switch to the strong node mode. The node does not become an
alternate node for the other nodes, when the node is in the strong mode. In strong

node mode, the node will not respond to other nodes asking for the packet of node
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weight, and has permission to notify the child node to change the transmission
path. In the strong node mode, when the buffer loading is lower than LL in the
node, it switches back to the general node mode and provides an alternate node

function. The pseudo code of strong node mode is depicted in Figure 5.

Strong node mode( )
Function
Node receives packet.
If(packet type is forwarding) {
Put the packet to the buffer.
Update this node buffer load.
If(buffer loading is higher than the HLTV_2)

Return an ACK packet with a command to change the path.

Else
Return an ACK packet.
}
Else{
Put the packet to the buffer.
If(buffer loading is lower than the LL)
Set the node mode to general node mode.
h

Figure 5 The pseudo code of strong node mode.
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3.2 Congestion Avoidance and Control

Network congestion occurs when the assigned traffic load exceeds the
available capacity at any point in the network [5]. Despite the fact that single path
routing increases the probability of congestion occurrences, the congestion is very
likely to happen even for multipath routing schemes. Congestion avoidance is the
process of detecting incipient congestion and preventing its occurrence. Buffer
loading is frequently used to detect incipient congestion [19][20]. Multipath
routing is inherently an avoidance scheme since the traffic is distributed among
the available paths and hence the congestion is somewhat avoided. The avoidance
mechanism is designed to handle sudden increase in the amount of traffic.
Although this kind of traffic is assumed to be transient and will stop when the
event being monitored disappears, it is not always the case. The traffic may
continue flowing in high rates if the sensors monitor a variety of physical
phenomenon.

In our scheme, we use the buffer loading to detect occurrence of congestion
problems. When the buffer loading is higher than the threshold, there are
impending congestion problems, and so, the node mode is then switched into the
strong node mode to disperse network traffic. When in the strong node mode, just
change the transmission path of a child node, and observe changes of the node
traffic. If it is not reduced or sustains in a saturated state, the node stays in the
strong node mode. If the node traffic continues to increase, reaching the buffer
loading threshold in the strong node mode, all its child nodes of the transmission

path are changed into this state. As above, action to change the child nodes of the
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transmission path is divided in two stages. The reason is to avoid changing modes

of all child nodes of the path at the same time, which will not alleviate congestion

but only transfer the congestion to other nodes. Unless in the strong node mode,

when the buffer loading is higher than HLTV 2, since the node has been unable

to handle the current flow, a large number of sub-node path will be changed to

effective relieve traffic. Figure 6 shows the state diagram of the node mode

transfer.

/Change the path in
‘ GNM

DO : Change the
child path()

(Bi/Bs) > HLTV 1

(General node mode

(B./Bs) <LL

Strong node mode

‘/Node became .
\_operational DO : General node
mode()

(B1/Bs) <HLTV_1

Change the path in
SNM

DO : Change the
child path()

(B./Bs) > HLTV 2

(BL/Bs) < HLTV. 2

DO : Strong node

mode( )

Figure 6 The state diagram of node mode transfer.
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CSNM mainly avoids packets dropped by nodes due to high traffic loading.
When a node is in danger of being overloading, part of the traffic is distributed to
other nodes before the occurrence of the congestion problem. Figure 7 and Figure
8 show the operation of CSNM. Figure 7(a) indicates that the network in a normal
state. Figure 7(b) shows an event occurs in node 9, and it transmits a large number
of packets to the node 5, which is therefore changed to the strong node mode and
responds an ACK packet with a warning message to replace its transmission path.
In Figure 7(c), node 9 receives the ACK packet with a warning message and
broadcasts query packets. In Figure 7(d), node 5 has entered a strong node mode,
so it does not respond, only node 6 and node 8 returning information to node 9. In
Figure 7(e), node 9 changes the transmission path to node 6, but since node 6 is
transmitting to node 5, node 5 enters state of change the path in CSNM as shown
in Figure 6. In Figure 7(f), node 6 received the ACK packet with a warning
message. Figure 8(g), Figure 8(h) and Figure 8(i) are similar to Figure 7(¢c), Figure
7(d) and Figure 7(e). Figure 8(j) shows the operation of network to restore
stability, in which node 5 is back to the general node mode, because the

transmission path of node 6 and node 9 are changed.
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Figure 8 The operation of CSNM.

3.3 Node Weight

Three factors are used in the calculation of weight values: buffer loading,
energy consumption, and hops the base station. To reduce the occurrence of
congestion, and improve packets delivery ratio, reliability are the main goals of
this mechanism. Weight values will affect selection of the alternate path. The

number of hops decides the distance of this node to the base station, and it is the

33




most important factor for selection of alternate path. If the hop count of alternate
node is higher than the original node, it has longer distance. To calculate the
priority, we first determine the number of hops, then the amount of residual
energy, and the remaining buffer size. When the residual energy and the
remaining buffer size weight are too high, the nodes on the alternate path will
soon become the strong node mode. Threshold value is set to select alternate
nodes with the most ability to assist the traffic. This method proposes a weight
calculation by collecting three kinds of neighboring node information. It selects
the nodes with the lowest W value to form a new transmission path. When several
neighbors have same minimum Hops, the priority is calculated according to
values of a and S, and the lowest value of ¥ is picked, where a and f are between
0 to 1 and are controlled by the network administrator. Table 3 lists the definition

of symbols used in Equation 2 and Equation 3 for calculation of weight values.

Table 3 The symbol definition for Equation 2 and Equation 3.

Symbol Definition

W; The weight value of node 1

E; Energy consumption of node i

B; Buffer loading of node i

H; The number of hops to base station from node i
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W; = aE; + BB; + H; (2)

a+f =1 (3)

Figure 9 shows a pseudo code of child node received an ACK packet with

command for a path change.

Receive the ACK packet(')
Function
Receive the ACK packet.
If(receive the ACK packet with a command to change the path){
Drop this packet from the queue.
Broadcast the query packets to neighbor nodes.
Wait until the neighbor nodes respond to their buffer loading, energy
consumption and hops, and calculated the weight value.
Select the alternative node with lowest weight value.

Change the parent node from original node to alternative node.

Figure 9 The pseudo code of the node receive the ACK packet.
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Chapter 4

Experimental Results

4.1 The Setup of Experiments

This section shows the simulation framework and simulation results. The
simulation framework describes simulation environment, simulation parameters,
and the simulation program. The simulation results are shown and analyzed. Table

4 shows the parameters of experiments.

Table 4 The parameters of experiments.

Simulation parameter Value
Topology size 300 x 300 m*
Number of sensors 150
Deployment type Random

The way of events occur Random

Radio range 30 m

Initial sensors energy 1J

Sensor buffer size 30 data packets
Data packet size 128 bytes
Traffic type Variable bit rate
MAC layer protocol CSMA/CA
Simulation time 45 seconds
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4.1.1 The AODYV Protocol

Our experiments are based on Ad-Hoc On Demand Distance Vector (AODV)
routing [21]. We will briefly describe the AODV protocol here. AODV is based
on the flooding broadcast scheme to search the path and a routing protocol for
dynamic wireless networks. In the search path, each node in establishing a single
minimum path to the destination node records path length and the information in
the routing table by passing messages. AODV defines three types of messages to
notify the different status of the event, including the route request, the route reply
and the route error. These messages are based on the format of the packet to pass.
AODYV defines path search method in two phases. The first phase is to broadcast
the route request message and establish a return path. The second phase is to
return the route reply message and establish the transmission path. AODV defines

route request message containing the following important information:
® Originator [P Address
® Originator Sequence Number
® Destination [P Address
® Destination Sequence Number
® Hop Count

4.1.2 Comparison of Packet Received Rate
We compare our scheme with the Aggregate Fairness Algorithm (AFA) [7]

and Buffer-Based Congestion Avoidance scheme (BB) [8]. In the AFA scheme, a
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sensor node 1 has a packet to forward sensor node j, only if the buffer of sensor
node j is not full. If the buffer of sensor node j is full, sensor node i will hold the
packet until it overhears a packet piggybacking a non-full buffer state from sensor
node j. Thus, it does not cause packet loss. The AFA scheme is a rate-based
scheme. The BB scheme must make sure that a sensor node i sends a packet to its
downstream neighbor sensor node j only when sensor node j has buffer space to
hold the packet. It does not cause packet loss, too. The BB scheme is a

buffer-based scheme.

4.2 The Experimental Results

The experiment is performed by adding CSNM mechanism to the AODV
protocol. When the node traffic exceeds the threshold, it will lead to switching of
the node mode, and then the child nodes will change the path of the received
command according to the CSNM mechanism, avoiding drop of packets due to a
full buffer. Current thresholds HLTV 1 is set as 70%, HLTV 2 is set as 80% and
LL is set as 50%.

Figure 10 shows comparisons of the packet receiving rates of AODV-CSNM
and other schemes. As shown the packet receiving rate of CSNM mechanism with
the AODV protocol is better than other schemes. So, the proposed CSNM
mechanism is able to reduce congestion problem and avoid drop of packets. In the
traffic environment, because of the buffer size of a single node being limited in
the AFA scheme and BB scheme, the effect of congestion avoidance is limited.
Our mechanism is cooperative, and able to use the resources of each node. Thus,

in the traffic environment, the performance will be better than other schemes.
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Figure 10 Comparison of packet receiving rate of AODV-CSNM and AODV.

Figure 11 shows the average residual energy of nodes. The BB scheme is
best in this respect. Since the total packet flow of BB scheme is the least, the
energy consumption is smaller. Our mechanism is only better than the original
AODV protocol in view of energy consumption. In our mechanism energy
consumption will increase when a node is about to exhaust, because the node to
exhaust first is often around the base station and the traffic will be transferred to
other nodes when the node is exhausted. In the experiment, we found that,
because of increasing need to change the node path, the surrounding nodes have
entered strong node mode when the node exhausted, resulting in a substantial

increase in broadcasting of the query packet.
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Chapter 5

Conclusion

In this thesis, we have improved the congestion problems that might occur in
wireless sensor networks, considered the transmission delay, and extended the
network lifetime. In the mechanism we propose to use a strong node mode. Strong
node mode means that the node with large traffic has permission to its child nodes
to decide whether to change the transmission path. We also propose ways to solve
more than one child node transmission path change at the same time, which
avoids propagating the problems caused by high load to the alternate node. This
mechanism using three factors in the selection of an alternate node, there are
remaining buffer size, residual energy and the number of hops. The alternate node
is the shortest path in the surrounding neighbors of the original node and the most
capable of handling traffic. The experimental results show our proposed
mechanism can be applied in a variety of routing protocols, and is improve the
packet arrival rate, minimize the packet delay, and be able to add new nodes when
the entire network is overwhelmed by the load. However, the extra computing

overhead for adding new nodes is a drawback of this mechanism.
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