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ABSTRACT

It is expected that the digital era will be marked by the rapid development of the
Internet and smart phones usage. Because of the need to rapidly distribute digital data
files, the use of digital watermarking technologies to enhance digital copyrighted files
has become extremely important as it relates to information security issues.

For the fast implementation of digital video watermarking, we proposed the use
of the Hadoop distributed computing system, where the original video is split, for the
different requirements to realize embedded digital watermarks. The Hadoop
distributed file system together with task decomposition are discussed, and the results
obtained using the software MapReduce are summarized. Both technologies are
applied to the entire system and the Hadoop distributed computing features play a key

role in reducing the required computing time.

Keywords: Digital information hiding ~ Hadoop ~ Grayscale images ~ Digital video watermark



PR

BRSPS TR FRROEPEE 2T E AL
ROE® T o B TR RATE 07 Mg R p T eag o B deie dgd I iz
kB R BN BT 2R E) C A A RIER DT AL 2R
LA BBk et N L c AR F R L AT R - o b
A P oo AR d g gu é'jﬁr} Hadoop %~ %t & & % &> :Mi%l ~ Fde Bl s
R E ] DA B R SR T AR £ R R ke # o
F1# Hadoop 4 #7588 g Mk MaE § - Z pFRY > H ¥ Hadoop 4 47N 4R %
% %21 (HDFS) » ™2 2 (273 4 328 2 5% % %% ol jis(MapReduce) » iﬁz Bedo i E B

o rLeE R B AE o

MétF © i F 2R ~ Hadoop ~ % Fd B e ~ B2 5 ke



2

ARy 29T R S 0 g AR RS g E R OB KR AT
BE RS TEE L nE o o # A L FET L AR Y e R A
Fge b L g ola 3 WELFF G R B F A d i R B i g
RS TR TR R Rk - Vo B B RS A
dERER L F o RHTFLR R RIS RRUFIIEN K

\-u

oo N Rt § ot iRk o A2 WO & 0 (T FES T R T DR

RIGE W KPR BB RLEHE B2 E G b o

FOhEu g M IR EHP I S e RERB AT YT BT %
PRRIFE -GQ AP M FE PR AR R Y B A

Tkt R EREFB (B P - R s GEEE YT LT P %

FHIEBEF Lo HHEP 2 RIR A S DBELT TP LS che 3 &
BB 0 B PRI L A AT R B nA ST L AN A PIRE DL 3 o

fo i T pE R s o A T AR ﬂ\??fsa”'éﬁ”?d &

BEHEE G 2 AR SRS R RS LR R A A A

¥ a8 /\Q);J%‘g.r\,;hﬁ,\ﬁﬂé e R R TN SIS <P S _g’;u’ﬂr»}; [N A o R U LN NS

201277 >vISLab fjiFfEaE b



TABLE OF CONTENTS

ADSTFACT e 0
PRdER 2
R e 3
Table of CONTENTS.........oi ittt 4
LIS OF FIQUIES... oottt 6
LISt OF TaDIES ...t e 7
Chapter 1 = INtrodUCTION .........oieeeiie e it ettt e 8
Chapter 2 Background...........cccuoiiieii it 10
2.1 Digital Watermarking...........cccoooeciroieeinnnceeeese st 10
2.1.1  Visible WAtErMAIKS ..........oooooivcivviisssseesssscississeessssosssssssssssssosssossssssoes 11

2.1.2  Invisible Watermarks..............ccooooovooooeceeeoieeees it 12

2.1.3  Unseen Visible Watermarks .....................cccoooommrrrviiiiess e 14

2.2 Unseen Visible Gray Watermarking ..............ccovvvivnnnnn. 16
2.2.1  Grayscale watermark embedding method..................cccoovvcoenrveenne. 16

2.3 Hadoop INfrastruCture ...t 18
231 TEERE............. e ... e 18

2.3.2  MAPREAUCE.........oooooceiisciiiscsiiinssi e coeesssses s essessssss s 20
Chapter 3 Implementation............cccoveveiiinesienise e 23
3.1 SYSEM DESIGN ... 23

3.2 SyStemM ArCRITECTUNE ... 23

3.3 Application flow and algorithm ... 26

3.4 Hardware and SOftware............cccccceiiiieninccccccceens 27

35 Computing SEttiNG ......ccccceveveiiieccee e, 28



Chapter 4  Experimental ReSUlts ............cccoovviiiiiieinie e 30

4.1 Calculation with Images Distributed Evenly ......................... 30
4.2 Calculation with Optimized Computing Ability.................... 32
Chapter 5  CoNCIUSIONS ....ccveiiiiiieie e 34
REFEIENCES ..o 36



Figurel:
Figure 2 :
Figure 3 :
Figure 4 :
Figure5 :
Figure 6 :
Figure 7

Figure 8 :

Figure 9 :

Figure 10 :
Figure 11 :
Figure 12 :
Figure 13 :

Figure 14 :

LIST OF FIGURES

Image with a visible watermark ............c.ccocovveiiiiiiicc e, 11
Image embedded with an invisible watermark..............ccccocoiviinnnnn. 13
HDFS ArChItECTUNE ..o 18
Namenode and datanode assignment............cccovveereeienieneeniesieeneeiens 19
SYSTEM COMPONENTS.....eeiiiiiiiiiiie ettt 21
SYStEM COMPONENTS. ......c..eeiiiiieiiieieitee et 21
2 Video SegmeNntation............cceoiiiiiriiee it et 24
NOAE FUNCEION 1.ttt i sn bbb 25
MaPREAUCE FIOW ..o et 25
APPHCATION TIOW ..ot 26
Node summary of the cloud environment..............ccccocco v, 28
ClUSTEr SUMIMATNY ..ottt bbb nn e 29
Execution result chart of images distributed evenly ......................... 31
(0d0]00] 0 1= 1 (0] 4 o1 - | g A SO O PT PRV SURON 33



Table1 :

Table 2 :

Table 3 :

Table 4 :

Table5s :

Table 6 :

LIST OF TABLES

Analysis and features of a visible watermark............c.ccccoeovviviinnnnnnnn 12
Analysis and features of an invisible watermark .................ccccceeenen 14
Analysis and features of an unseen visible watermark......................... 15
Hardware and software specifications ............ccccccevivevviiiiii e 27
EXECUTION FESUILS cuvevviiieieeie ettt st 30
Execution results optimized by the HPC challenge benchmark.......... 32



CHAPTER 1 INTRODUCTION

The intellectual property (IP) of digital images has become an important topic in
the digital age. However, because digital information can be easily copied or modified,
the protection of digital data is a very important research topic in information security.

Digital watermarks can be divided into two categories: visible watermarks [1] [2]
and invisible watermarks [3] [4] [5]. As the name suggests, an embedded visible
watermark can be easily identified by the naked eye and its main purpose is the
declaration of copyright or ownership [6] [7]. However, its disadvantage is that it
destroys the appearance of the original image. In addition, advances in image
processing techniques have made it easy to remove visible watermarks; therefore,
visible watermarks are less suitable for the current digital environment.

On the other hand, an embedded invisible watermark cannot be easily recognized
with the naked eye and a special method is required to remove it. Although this results
in an increased watermark security, it is not ideal from a convenience perspective for
the identification of images, where the visibility of the watermark is important.

In 2007, Huang et al. proposed unseen visible watermarking, which was a major
breakthrough in the watermark field. The disadvantage of this technique is that the
watermark itself must be a binary image, based on the previous restrictions of the
UVW method, and therefore, its practical application is limited. In 2011, Lin et al.
suggested that unseen visible gray watermarking based on the technical UVGW
method is more easily applied to today’s digital imaging technology. The other
floating color watermark is converted to a grayscale watermark that can be easily
embedded in its original, and the degree of recognition of the color watermark can be

retained.



Hadoop reliability, scalability, and the characteristics of distributed computing, is
also open source software. Here, we exploit these features. Hadoop distributed file
systems (HDFS) exhibit low latency access to high throughput and data applications.
Moreover, with MapReduce [8] [9], which is HDFS on a software development
framework, distributed processing of large datasets is performed. There is no single
point of computing power, and MapReduce is used to support watermark calculation.

In this study, Hadoop is used as a solution to provide customers with not only
flexibility of computing capacity but also a methodology for solving
high-performance computing that requires a high throughput 10. The rest of the thesis
is organized as follows. Chapter 2 introduces the background of our implementation
of requirements. Chapter 3 introduces the system architecture and the standard rules
of the calculation for the implementation. Chapter 4 shows the experimental results,

and finally, Chapter 5 presents the conclusions.



CHAPTER 2 BACKGROUND

2.1 Digital Watermarking

With the advent of the digital era, traditional media have gradually evolved into
digital format storage devices and it is easy to duplicate and transmit convenient
digital multimedia. Because of the use of digital multimedia data with simple storage,
duplication, modification, and transmission, numerous unauthorized digital
multimedia have been widely circulated on the Internet and can be downloaded free
of cost by any user. To solve this problem, we can embed additional information or
digital watermarks as original personal information containing the copyright for proof
of ownership.

Digital watermarking technology [10] is a means of embedding digital
information or digital watermarks in digital multimedia data. Different types of
watermarks are applied to digital watermarking technologies, each of which have
different advantages and disadvantages. It will be directly applied to various situations
to prove the legitimacy of the copyright and ownership and thus the protection of
intellectual property rights.

In recent years, because intellectual property rights have become an important
issue of copyright protection, many researchers have proposed different digital
watermarking methods to protect data, and depending on the requirements, the
appropriate digital watermarking technology to achieve its purpose.

Based on human visual effects, digital watermarks can be divided into three
categories: visible, invisible, and unseen visible watermarks. In this section, we will

explain these watermarks in detail.

10



2.1.1 Visible watermarks

With visible watermarking technology [11] [12] [13] [14], the embedded
watermark can be seen by the human eyes, as shown in Figure 1. It is mainly used for
the declaration of copyright ownership and to prevent the illegal use of digital
multimedia, but a different technology is used to prevent forgery and pirated
watermarks. The main advantage of this type of watermarking technique is that it is
not necessary to have any operator, although the human eye is used to identify the
owner of the logo or mark. However, the main disadvantage of this watermarking
technology is the destruction of the original digital multimedia data, resulting in the

distortion of the original digital media.

Figure 1 : Image with a visible watermark
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In addition, with the recent advances in information technology, various image
processing technologies have evolved owing to the numerous image processing tools,
and we can easily remove visible watermarks in digital media along with other signs
or marking. Therefore, visible watermarking technology is not suitable for the current
digital environment. Table 1 illustrates the analysis and features of a visible

watermark.

Table 1: Analysis and features of a visible watermark

Visible watermarking

Features 1. Watermarks directly cover areas of the cover image.
2. Enhance ownership.

3. Trademarks and logos are mostly used as watermarks.

Advantages 1. Easy identification.

2. Fast processing.

Disadvantages | 1. It can be easily destroyed.

2. Itreduces the visual quality of the cover image.

2.1.2 Invisible watermarks

The main characteristic of invisible watermark technology is that stressed the
watermark embedding of camouflage diagram shown in Figure 2. It cannot be directly
recognized by the naked eye [15] [16] [17], and the direct recognition of this type of
technology can be classified as information hiding technology.

However, invisible watermarking technology has more stringent requirements
than visible watermarking technology, and it should be resistant to various destruction

techniques such as those in fuzzy, clear, distortion compression reduction, zoom, and
12




rotating processing environments. It should still be possible to remove clear and
recognizable digital watermarking. Although there exists such technology to remove
digital watermarks, we need to remove it using a special computing watermark
algorithm. However, compared with the visible watermarking technology, the latter

has a better ability to resist various types of destruction during image processing.

A

Figure 2 : Image embedded with an invisible watermark

However, invisible watermarking technology has more stringent requirements
than visible watermarking technology, and it should be resistant to various destruction
techniques such as those in fuzzy, clear, distortion compression reduction, zoom, and
rotating processing environments. It should still be possible to remove clear and
recognizable digital watermarking. Although there exists such technology to remove
digital watermarks, we need to remove it using a special computing watermark
algorithm. However, compared with the visible watermarking technology, the latter

has a better ability to resist various types of destruction during image processing.

13



Table 2: Analysis and features of an invisible watermark

Invisible watermarking

Features 1. The most used watermarking method.
2. There are commercial considerations and requirements.

3. Use of the characteristics of the human visual system.

Advantage Does not reduce the visual quality of the cover data.

Disadvantage | After destruction using image processing, the original content
may be modified and hence the embedded watermark cannot be

retracted correctly.

When there are ownership disputes, the hidden information within the
camouflaged images or digital watermarks need to be viewed accurately and used as

evidence. Table 2 lists the analysis and features of invisible watermarks.

2.1.3  Unseen visible watermarks

Unseen visible watermarking [18] was proposed by Huang et al. in 2007. Hidden
watermarks can be displayed by making appropriate adjustments to the perspective,
for example, setting a different elevation to view a screen allows an invisible
watermark to be displayed directly in the human visual system.

Traditional unseen visible watermarking technology is used to remove its
watermark via a special watermark removal algorithm program, and this is the only
way to show its watermark as opposed to using the visible watermark method, which
is not convenient. The former method does not affect the visual quality of the normal
viewing angle or the watermark embedded in the image, and special procedures are

14



required for its removal; hence, this technique highlights the practical value of the
watermark technology.

Unseen Visible Watermark with the visibility of the watermark invisibility
watermark merits of both approaches, and thus we believe that non-obvious visibility
of the watermark will be many in fact applications. Table 3 illustrates the analysis and

features of unseen visible watermarks.

Table 3: Analysis and features of an unseen visible watermark

Unseen visible watermarking

Features 1. The most novel watermark embedding technology.
2. Use of the characteristics of the human visual system.

3. Has a high practical value.

Advantage 1. Does not reduce the visual quality of the cover data.

2. Without extra watermark extraction process, the hidden
watermark can be revealed.

3. Has the characteristics of both visible and invisible

watermarks.

Disadvantage | Presently, not very resistant to many watermark attacks.

15



2.2 Unseen Visible Gray Watermarking

Unseen visible gray watermarking [19] was proposed by Lin et al. in 2011. It is
more easily applied to today’s digital imaging technology and is based on the
technical UVGW. The other color floating watermark is easily converted to a
grayscale watermark. The color watermark is embedded in its original image, and its

degree of recognition can be retained.

2.2.1 Grayscale watermark embedding method

The watermark embedding process is described in the following steps:

Step 1 : Perform a gamma correction on the original image | to obtain G(i), and

find the largest gradient value i* of G(i).
G(i),0 <i<2550<G(i) < 255 W

i =arg max VG(i) 0
I
Step 2 : Perform a denoising operation to obtain I’j in Eq. (3), where the j value

is the denoising parameter for the maximum value of smax.
|, =D(1,6,),0; <0 ®)

Step 3 :  Choose the best embedding region R.

Step 4 : Again perform denoising until Eq. (6) is satisfied.

Xo +W, -1y, +W,, -1

P=argmax > >’ ‘I}(x,y)—i*‘ @

X=Xo  Y=Yo
R={1,(X ¥)| X, X< X, +W, -1,

(5)
Yo <Y<Y +W, -1}
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Xo+W, -1 yo+W,,-1
S= 3 3 D(I5(x.y)-i") < W, xW, xT

X=X Y=Yo

(6)

In the RGB color mode, saturation has a certain proportion of R, G, and B values.
One of the colors was chosen as the color index, which had the maximum value in the
embedded region. If a pixel had the same R, G, and B values, the index was

determined to be the color that appeared most around the pixel.

MAX = max(R, G, B)
(7)

MIN = min(R, G, B)
We performed the analysis on a grayscale watermark that is used to identify the
distribution of gray watermarks, as in Eq. (8).

Lz(avgz iW(x,y)]xZ iW(x,y) (8)

X=Xy Y=Yo X=X Y=Yo

The intensity adjustment of each pixel is according to its index in the watermark,
which is embedded in the region. The dynamic adjustment prevents the adjusted color
from exceeding 255. In the grayscale watermark, the pixel intensity value must be
adjusted in accordance with the gray level; hence, the adjustment variable © was
determined by L. When the above was completed, the grayscale watermark was

successfully embedded in the original image.

Tliy)- L(xy)-o, if (Ij(x y)+)> 255

(X, y)+ o, otherwise -

©=W (X=X, y=Y,)*L

17



2.3 Hadoop Infrastructure

231 HDFS

HDFS [20] is a storage system that was developed by the Apache project and is
used by Hadoop applications. It creates multiple replicas of data blocks, and
distributes them on computing nodes through a cluster for reliable and extremely
rapid computations. HDFS was created for distributed storage, and commodity
hardware was designed for distributed processing. With the above characteristics,
HDFS is simple to expand, fault-tolerant, and scalable.

HDFS has a master/slave architecture. An HDFS cluster includes a single
namenode, a master server for managing the file system, and regulated file access by
clients. Many datanodes are clustered and are attached to the nodes that run on them.
HDFS creates a file system namespace in which a user can store data. A file is

internally split into one or more blocks and is stored in a set of datanodes, as shown in

Figure 3.
HDFS Architecture
Client Metadata ops » Namenode
praae
Block ops
Datanodes Datanodes
r A
- s O ; - DD m 9 Replication - Dg D[] -

Wit

Clients )

Figure 3: HDFS Architecture
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Namenode manage the file system namespace, and managing file access
permissions or a file is split into several small files stored in which Datanode called
metadata information. Therefore, namenode does not actually store data but is the first
step when users need to access files and when the namenode connection has been
made in the actual location of the file. This method also prevents the namenode from
becoming the reason for the performance bottleneck of HDFS.

The datanode is the data that is actually stored externally. The added datanodes
perform the required instruction of the namenode, and there is also the need to meet
the user in order to read and write multiple data files that are stored on multiple
machines. The data read speed can therefore be sped up. For a write is because the
relationship of the data a copy of, and subject to delay. A comparison between

namenode and datanode is shown in Figure 4.

4 )

Namenode g Datanode
[o Master B E ( b
e Management of HDFS name ; e Slaves
space 5 e Perform the read/write
e Control file read/write ' action
e Configuration copy of the : e Executive Namenode get a
strategy copy of policy
e Namespace for inspection ' e Multiple nodes
and records :
_eOnly one node y \\\ ///

Figure 4 : Namenode and datanode assignment
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Namenode and datanode are designed to run on commodity machines that run on
a Linux operating system. HDFS is built with the Java language; any computing node
that supports Java can execute the software in the namenode or datanode. By using
the Java language, HDFS can be easily deployed on a wide range of commodity
machines, but it is typically deployed on a dedicated machine that runs only the

namenode software.

2.3.2 MapReduce

MapReduce is an integral part of the system and is known for its simplicity,
applicability, and its ability to handle a large set of distributed Hadoop applications. It
is a software tool that is a framework for developing distributed computing cluster
processing. MapReduce [20][21][22] has a parallel fault-tolerant file system. It
provides reliable access to a large amount of data using large clusters of commodity
hardware.

MapReduce jobs are split into independent blocks of data inputs under the map
task parallel processing blocks. The output of the framework is for a variety of maps,
and it is then input to the next step to reduce the tasks. The work input and output files
will be stored in HDFS, and the framework will then perform task scheduling and
monitoring tasks, and re-run the failed task. Storage-node cluster with datanode the
same. This means that the MapReduce framework and HDFS are the same group on

the cluster shown in Figure 5.

20



Map

Map L9 Job 1 Stop

Userl
Jobl

A Map / '
/ \
/' ﬂ Map
Store status and
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Get Result
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Map /_../ Job 2 Stop
//’
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Figure 5 : System components

It is effective at scheduling tasks for a configuration that allows the framework to

access the nodes in which data are already present.

Namenode Jobtracker

AAave Slave\

Task Task
Datanode tracker Datanode tracker

Figure 6 : System components
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As shown in Figure 6, the MapReduce framework consists of a single main
jobtracker in each cluster node and a slave tasktracker. The main is an integral part of
the task that is responsible for scheduling and monitoring the work of slaves, and if it
fails the task, the process needs to be re-run. The application specifies the location of
the input/output and provides a map and reduces the functions through appropriate
interfaces. There are other operating parameters of the working configuration. Client
work, and then submit our work with Java programming, assigned to the JobTracker
and responsible for sales of software or configuration slave, and then schedule tasks,
and monitor them, the JobTracker will provide the status and information about the

client.

22



CHAPTER 3 IMPLEMENTATION

3.1 System Design

This section will introduce the system architecture and method of implementing
its components. Of course, the Hadoop infrastructure plays a key role in the entire
system. Because the watermarking scheme consumes a lot of computing resources,
the greatest advantage of our design is that our system provides a high aggregate data
bandwidth, which is scaled to many nodes in a single cluster. To attain this target, we

implemented the following systems and performed the experiments described below.

3.2 System Architecture

The video portion of a general movie is composed of a large and continuous
static image screen, the main movie screen in academia detection, and multi-static
screen eigenvalue differences in the analysis of the film to identify points at which
segmentation occurred in the video. The film is segmented or the main screen is
removed to create the hierarchy of the video browsing framework.

Figure 7 shows that the navigation structure of the entire movie from the top
down can be divided into the movie, scenes, clips, and screen. The static screen is a
two-dimensional plane, and the film can be seen on the timeline, which is a
three-dimensional cube consisting of multiple planes. Every piece of film is composed

of a number of scenes, and each scene can be divided into several fragments.
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The scene cut algorithm will enter the video segment of the image as shown in

the following figure :

Datanode

Scenes

{ 5 Datanode ! 5 Datanode Datanode Datanode
Shots H.H’I Shots H_m Shots H.H‘I Shots HJ—H Shots H.I—H Sht:;ls;u_l-H Shots U_HJ Shots UJ-U

r! - - Fram- - Fram* - + Fram* * + Fram+ + Fram+ + *Fram~+ + +» Fram. - :Fram- « « Fram

Fram

-
_—

Timeline

Figure 7 : Video Segmentation

Using the Microsoft. NET Framework and the MediaDetClass category for users
of video access, we can obtain the total length of the film by the StreamLength
method at the bottom of the MediaDetClass category. This is because the film length
can be split after the use of time to control a few seconds to obtain an image can also
be set to obtain the size of the image, and video clips, and the end of the treatment of
these pictures in the default folder.

As shown in Figure 8, the masternode includes the secondary namenode and the
jobtracker guardian, which play a role in the masternode architecture that is
responsible for the distributed file name, the collection results, and the management of

clusters. The slave node includes the tasktracker and the datanode. In this framework,

24



the master node contains Hadoop cluster management, coordination, and data

collection. The slave node includes HDFS, data processing, and storage functions.

The entire system is setup according to the official Hadoop manual.

Master node

o ™
Namenode Slave node
e .
Browser Secondary namenode Tasktracker Datanode
Hadoop utility VM
Lingx O3 Linux OS
Hardware Rardware
e > & ¥,

Figure 8 : Node function

Our design includes two parts: HDFS and MapReduce. HDFS involves the

storage of large datasets, and we need to address the data and provide a high

throughput of the 10 and reduce data access latency.

Data
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Figure 9 : MapReduce flow
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The components of MapReduce shown in Figure 9 are responsible for the

distribution process. The system consists of a master JobTracker and one slave
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tasktracker for each cluster node. The main task is responsible for scheduling and

monitoring the slaves. The master node instructs the slave nodes to perform tasks.

3.3 Application flow and algorithm

Our application specifies (shown in Figure 10) the input and output locations,
supply map, and reduced functions. Then, the job client of Hadoop will submit the job
from namenode and configure it to the jobtracker, which will distribute the software
to the slaves, schedule the tasks, and monitor the statuses of the tasks. It will also
provide status and related information to the job client. The job client will take the job,
execute the assignment, and send feedback to namenode. The results of each job
client will be sent to namenode and shown in the logs in the sub-directory named

“logs” of the Hadoop directory.

—_— Load the filenames % | | =
' \ ? : Video Picture
Start =i stored in the directory —— F— Map
\_____/ iy ¢ | Segmentation ‘ marker
named “input
/\ N v v
N Call
) ) : Program load the Assign
/ Process Watermarking P i watermark . N
Lo EIE S filenames and process [~ : filenames to
ermination ; process processing
b / files = nodes
N 4 program
[Y :
S —
Q J ‘ Maoe 1 :’/ﬁ'
Reduce Sa\e\\jmrm;fkeq image in the [ End )
onput  directory b J
Map arca Reduce area

Figure 10 : Application flow
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3.4 Hardware and software

The hardware specifications of the computing nodes are shown in Table 4.

Table 4 : Hardware and software specifications

Node
Node 1

Node 2

Node 3

Node 4

Node 5

Node 6

Node 7

Node 8

Processor
Intel(R)
Core(TM) i5
CPUG650 x 2

Intel(R)
Core(TM) i5
CPU650 x 2

Intel(R)
Core(TM) i5
CPUGBS0 x 2

Intel(R)
Core(TM) i5
CPUBS0 x 2

Intel(R)
Core(TM) i5
CPU750 x 2

Intel(R)
Core(TM) i5
CPU750 x 2

Intel(R)
Core(TM) i5
CPU750 x 2

Intel(R)
Core(TM) i5
CPU750 x 2

Memory
1G

1G

1G

1G

1G

1G

1G

1G

Gflops
1.22e+01

1.23e+01

1.22e+01

1.27e+01

1.24e+01

1.23e+01

1.23e+01

1.23e+01

oS
ubuntu-11.10

ubuntu-11.10

ubuntu-11.10

ubuntu-11.10

ubuntu-11.10

ubuntu-11.10

ubuntu-11.10

ubuntu-11.10

JAVA
jre 1.6.0_24

jre 1.6.0_24

jre 1.6.0_24

jre 1.6.0_24

jre 1.6.0_24

jre 1.6.0_24

jre 1.6.0_24

jre 1.6.0_24
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3.5 Computing Setting

We used a 166 MB video and imported it to the “input” directory that will be
processed by the watermarking job. Then, we split it into 5240 pictures, where the
size of each image was 480 x 360 pixels. These images will be executed over the
Hadoop architecture, in which the watermark embedding process and extracting
process are executed eight times and each time a different number of datanodes is
used for performance measurement.The MapReduce administration information of the

nodes is shown in Figure 11.

[ adoop e he 0ng bw A

hadoop Hadoop Map/Reduce Administration

[T
Starvee: Van 29 30 11 8189 COT 2002

Caregnd 3.1 5oy
Moeter; 2X200301 1
Cluster Summary {Heap Size s 311,83 NBIZ.6% GB)

Maoe Recoces | Temsl hsmuasns noces | Mep Tese Capaoty | faducs Tass Capacty Mvy Tashatoce (kachinies todes

Scheduing information

[PV Fore— |

PR aaed, Preay Dnen Man)

Running Jobs

b Pty | e Cane R Dot | TRap Tl | Dhagrs Commpbrtant  Maviest & Comptths  Mavirsr THAM | S o Commmotind Al 10 hiiving Wit oo

Compiwted Jobs
Jobt Fricety | U tave Map S Compien  Map Fote | Uzs Compietant - Ratecn % Compiete - atecs Tokol | Nedures Corputd | Aok Schesuing iwiorme ton

0| MO | BN | et ot ol ] P o e o ’ " -

Figure 11 : Node summary of the cloud environment
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The node summary of the cloud environment provides the following information.

Cluster summary: The related information summarizes the number of nodes that
are alive in this system, the task capacity, and the number of processes that are
running on the Hadoop system. According to the document shown on the Hadoop site,
the heap size uses the default value because our scale was not larger than 1000 nodes.

Scheduling information: Incoming jobs that are either waiting or being processed
will be shown in this column.

Running jobs: Jobs that are still on the processing queue.

Completed jobs: Jobs that are finished and their results are being returned to the

request process.
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Figure 12 : Cluster summary
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CHAPTER 4 EXPERIMENTAL RESULTS

4.1 Calculation with Images Distributed Evenly

This section presents the experimental results. The time taken to execute the
combined watermarking algorithm was recorded for each variation of the number of
used datanodes. Two methods were used to measure the execution time. The first
method divides the 5240 images evenly; in this way, each node will process the same
number of images, and the result of the time consumed will include the wait for the

slowest host to finish its job. The results are listed in Table 5.

Table 5 : Execution results

Node number Loading per node Time consumed
(Image numbers) (minutes)
1 5240 8318
2 2620 6106
3 1747 5027
4 1310 5341
5 1048 4847
6 873 4216
7 749 2736
8 655 2105
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Each datanode will have a different loading, depending on the number of
datanodes that are used. Table 5 shows the number of segments that each datanode

must possess along with the segment size for each slave.
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Figure 13 : Execution result chart of images distributed evenly

It'is apparent that all images were processed in a single node, and it took 8318
minutes to finish the watermarking job, whereas the execution time for the cluster
with 8 nodes was 2105 minutes.

Figure 14 also indicates that because the result for the time consumed for each
calculation process includes the wait for the slowest host to return its consumed time
to the program, when the slower one is added into the computing cluster, the time
consumed will increase, and the slope of the time-consumed line will become positive,

as slower node 4 was added to the computing cluster.
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4.2 Calculation with Optimized Computing Ability

The second method distributes the 5240 images into different numbers to each
host according to the HPC challenge benchmark (HPCC) [23] and presents the results
in the Gflops format (See Table 4). Gflops or gigaflops represents the measurement in
billions of floating point operations per second (FLOPS) that a computer’s
microprocessor can handle. In this method where image numbers are distributed by
the host’s Gflops, we optimized and sorted the computing node from high to low for

efficient distribution. The results of their computing abilities are listed in Table 4-2.

Table 6 : Execution results optimized by the HPC challenge benchmark

Node 1 1 5240 8318
Node 1,2 2 2620 6106
Node 1,2,5 3 1747 5027
Node (1,2,5),4 4 (1421x3),977 4627
Node (1,2,5,6), 4 5 (1121x4),756 3561
Node (1,2,5,6),(4,7) 6 (1028x4),(564%2) 2732
Node (1,2,5,6),(4,7),3 7 (962x4),(512x2),368 2163
Node (1,2,5,6),(4,7),(3,8) | 8 | (902x4),(427x2),(389x2) 1762

After the adjustment using Gflops values generated from the HPC challenge
benchmark, the node loading was optimized by computing ability. The time spent
shown in Table 6 was better than that in Table 5, in which the images were distributed

evenly.
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Figure 14 : Comparison chart

Obviously, in the first method, computing from nodel to node 3 took the same
amount of time as the second method to finish the watermarking job, whereas the best
execution time for a cluster with 8 nodes was 2105 minutes. In Figure 15, when the
distributed number of images was optimized by the HPC challenge benchmark, the
best execution time for a cluster with 4 nodes decreased from 5341 minutes to 4627
minutes and the time taken for the cluster computing with 8 nodes decreased from
2105 to 1762 minutes. This means that the number of images distributed by the
optimization of the HPC challenge benchmark will enhance the efficiency of this
implementation.

This implementation shows that when processing these data with a single
computer, completion of this job will require a long period of time. In the cloud
environment, the impact will not be significant because all jobs are distributed to

multiple computing nodes.
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CHAPTER 5 CONCLUSIONS

In the implementation, we offer a better way to reduce the time consumed for
such a large computing load. In addition, this method can be used daily by all users
over the cloud environment similar to the other applications over the cloud
environment powered by Hadoop, such as Google and Yahoo. They have provided
many cloud services such as platforms, infrastructure, and systems. All these services,
such as storage, calculations, and data mining in the cloud, have already deeply
penetrated our daily lives.

Cloud storage has become more popular and reliable. Issues regarding copyright
infringement will be accompanied by a large number of personal files, such as
Facebook pictures or YouTube videos. On the related social network website, the
method we proposed can be applied for all digital files, such as pictures, videos,
audios, and the documents in the cloud environment.

The computation of digital watermarking technology in cloud environments will
play a very important role in the protection of intellectual property in the age of
digitalization.

From this implementation, we showed that the cloud computing environment
offers a better solution than a single node to satisfy the requirements for high
computing resources, and our proposed architecture has a wide range of uses for data
encryption. The cloud environment has been implemented for the public cloud as well
as for many private clouds. Most of them are powered by Hadoop, which is the same
cloud environment that we used in this thesis. From the perspective of cost,
performance, and data security, business always aims to achieve economies of scale to

balance among lower cost, higher performance, and increased reliability. The
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proposed method and architecture will be helpful in enhancing data security in private
companies, such as online encryption for design drawing, and may be used to design a
security gateway to detect illegal attempts to upload the watermarked files on the

Internet. Therefore, the proposed method will play an important role in the future.
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