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a b s t r a c t

There are two challenges of using the PACS (Picture Archiving and Communications System). First, PACS
are limited to certain bandwidths and locations. Second, the high cost of maintaining Web PACS and the
difficultmanagement ofWeb PACS servers. Besides, the quality of transporting images and the bandwidth
of accessing large files from different locations are difficult to guarantee. For instance, radiologists make
use of PACS information system for achieving high-speed accessing medical images. Physicians, on the
other hand, utilize web browsers to indirectly access the PACS information system via non-high-speed
network. The insufficient bandwidth may cause bottleneck under a host of querying and accessing. As
hospitals exchange large files such as medical images with each other via WANs, the bandwidth cannot
support the huge amount of file transportation. In this paper, we propose a PACS based on data grids, and
utilize MIFAS (Medical Image File Accessing System) to perform querying and retrieving medical images
from the co-allocation data grid. MIFAS is also suitable for data grid environments with a server node and
several client nodes. MIFAS can take advantage of the co-allocation modules to reduce the medical image
transfer time. Also, we provide experiments to show the performance of MIFAS. Furthermore, in order to
enhance the security, stability and reliability in the PACS, we also provide the user-friendly management
interface.

© 2010 Elsevier B.V. All rights reserved.
1. Introduction

Nowadays, 2D, 3D, and 4D medical imaging devices are
increasingly needed by hospitals. With the progress of medical
photograph, the resolution of medical images is raising. Therefore,
the scale of medical image files range from MB to GB. The size of
high-resolutionmedical images, such as 64/128-slice CT scans, 3.0T
MRI, and PET, often exceed one hundredMB ormore. However, the
speed of progress on many high-quality imaging devices and it re-
lated infrastructure are not match. Current Picture Archiving and
Communication Systems (PACS) [1–4] are unable to provide effi-
cient query response services. It is difficult to sustain huge queries
and file retrievals under limited bandwidth. Therefore, the quality
of communication in the Web PACS network would be restricted
by bandwidth and conventional access strategies about exchang-
ing and downloading a large amount of images. In order to enhance
the quality of medical treatment, the medical imaging needs to
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associate with efficiency file transfer strategy to achieve high-
speed accessing.
In this paper, we present a new strategy for processing medical

image queries, which is based on the co-allocation [5–10] strategy
for data grid environments. A data grid is a system composed
of multiple servers that work together to manage information
and related operations – such as computations – in a distributed
environment. Our proposed system is called the Medical Image
File Accessing System (MIFAS) for co-allocation data grids. To solve
these problems, we propose the PACS based on the co-allocation
data grid environment. MIFAS helps us to transfer huge medical
images into the co-allocation data grid environment.We utilize the
Globus Toolkit 4.0.7 [11–13] to establish the data grid environment
for deploying co-allocation strategy and processing medical
images. MIFAS helps users to quickly retrieve medical images
from Medical Data Grid. The Cyber Agent Service and the Grid
Service GUI desk application are implemented to assist in query
and retrieve medical images. Also, MIFAS provides resume broken
transfer to deal with the unstable circumstance of network. It not
only enhances the overall quality of medical care system but also
supports multiple replicas of medical images for failover recovery.
This paper presents a strategy to improve the security, stability

and reliability of the PACS. Our strategies focus on integrating
the service of processing medical images and stimulating PACS
architecture into grid environments. The remainder of this paper is
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organized as follows. Background review and studies are presented
in Section 2. The Cyber Agent Transformer is introduced in
Section 3. Experimental results are presented in Section 4. Section 5
concludes this article.

2. Background

2.1. Data grids

Data grids enable the sharing, selection, and connection of a
wide variety of geographically distributed computational and stor-
age resources for solving large-scale data-intensive scientific ap-
plications (e.g., high energy physics, bioinformatics applications,
and astrophysical virtual observatory) [14–16]. The term ‘‘Data
grid’’ traditionally represents the network systemwith distributed
storage resources, from archival systems to caches and databases,
which are linked using a logical name space to create global, per-
sistent identifiers, and provide uniform access mechanisms [17,1,
18–20,10].
Distributed scientific and engineering applications could ac-

cess huge amounts of data between storage systems; these file
often generated by many geographically distributed applications
and users for analysis and visualization. Data grids consist of scat-
tered computing and storage resources located in different coun-
tries/regions yet accessible to users. Data grid also provides file
replication, which means datasets could be replicated within grid
environments for reliability and performance. With replication,
clients could discover existing data replicas and create or register
new replicas.
Replica selection is important to data-intensive applications, it

can provide location transparency. When a user requests a data
set, the system determines an appropriate way to deliver the
replica to the user. Another issue concerning replica selection is the
prediction of the transfer time. Therefore, it involves the inspection
of many characteristics and is a complex piece of work.
In situations where replicas are to be selected based on access

time, Grid information services can provide information about
network performance and perhaps the ability to reserve network
bandwidth,while themetadata repository canprovide information
about the size of the file. Based on this, the selector can rank
all of the existing replicas to determine which one will yield the
fastest data access time. Alternatively, the selector can consult the
same information sources to determine whether there is a storage
system that would result in better performance if a replica was
created on it.

2.2. Co-allocation model

The proposed architecture [6] consists of three main com-
ponents: an information service, a broker/co-allocator, and local
storage systems. Fig. 1 shows the co-allocation of data grid, an
extension of the basic template for resource management [21]
provided by the Globus Toolkit. Applications specify the character-
istics of desired data, and pass attribute descriptions to a broker.
The broker searches for available resources, gets replica loca-
tions from the Information Service [22] and Replica Management
Service [7] to retrieve lists of physical file locations.
We implemented the following eight co-allocation [23] schemes

including Brute-Force (Brute), History-based (History), Conser-
vative Load Balancing (Conservative), Aggressive Load Balancing
(Aggressive) [5], Dynamic Co-allocation with Duplicate Assign-
ments (DCDA), Recursively Adjusting Mechanism (RAM) [23],
Dynamic Adjustment Strategy (DAS) [24], and Anticipative Re-
cursively Adjusting Mechanism (ARAM) [25]. In [5], the author
proposes the co-allocation architecture for co-allocating grid data
transfers acrossmultiple connections by exploiting the partial copy
feature of GridFTP. It also provides Brute-Force, History-Base, and
Dynamic Load Balancing for allocating data block.
Fig. 1. Data grid co-allocation architecture.

• Brute-Force Co-Allocation: Brute-Force Co-Allocation works by
dividing files equally among ‘‘n’’ available flows (locations).
Thus, if the data to be fetched is size, ‘‘S’’ and there are ‘‘n’’ loca-
tions to fetch it from, then this technique assigns to each flow a
data block of size, ‘‘S/n’’. For example, if there are three sources,
the target filewill be divided into three blocks equally. And each
source provides one block for the client.With this technique, al-
though all the available servers are utilized, bandwidth differ-
ences among the various client–server links are not exploited.
• History-based Co-Allocation: The History-based Co-Allocation
scheme keeps block sizes per flow proportional to transfer
rates predicted by the previous results of file transfer results.
In history-based allocation scheme, the block size per flow is
commensurate to its predicted transfer rate, decided based on a
previous history of GridFTP transfers. Thus, the file-range distri-
bution is based on the predicted merit of the flow. If these pre-
dictions are not accurate enough, renegotiations of flow sizes
might be necessary as slower links can get assigned larger por-
tions of data, which could be weight heavily on the eventual
bandwidth achieved. With the history-based approach, client
divides the file into ‘‘n’’ disjoint blocks, corresponding to ‘‘n’’
servers. Each server ‘‘i’’, 1 ≤ i ≤ n, has a predicted transfer rate
of ‘‘Bi’’ to the client. In theory then, the aggregate bandwidth ‘‘A’’
achievable by the client for the entire download is A =

∑i=n
i=1 Bi.

For each server ‘‘i’’, 1 ≤ i ≤ n, and for the data to be fetched is
size of, ‘‘S’’, the block size per flow is Si = Bi

A × S.
• Conservative Load Balancing: One of their dynamic co-alloca-
tion is Conservative Load Balancing. The Conservative Load
Balancing dynamic co-allocation strategy divides requested
datasets into ‘‘k’’ disjoint blocks of equal size. Available servers
are assigned single blocks to deliver in parallel. When a server
finishes delivering a block, another is requested, and so on, till
the entire file is downloaded. The loadings on the co-allocated
flows are automatically adjusted because the faster servers will
deliver more quickly providing larger portions of the file.
• Aggressive Load Balancing: Another dynamic co-allocation
strategy, presented in [5], is the Aggressive Load Balancing. The
Aggressive Load Balancing dynamic co-allocation strategy pre-
sented in [5] adds functions that change block size deliveries by:
(1) progressively increasing the amounts of data requested from
faster servers, and (2) reducing the amounts of data requested
from slower servers or ceasing to request data from them alto-
gether.
• Neither prediction nor heuristics approaches, the DCDA scheme
dynamically co-allocates duplicate assignments and copes
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nicely with changes in server speed performance. When a re-
quested block is received from a server, one of the unassigned
blocks is assigned to that server. The co-allocator repeats this
process until all blocks have been assigned. DCDA behaves well
even when server links are broken or idled. The DCDA scheme
is flawed: it consumes network bandwidth by repeatedly trans-
ferring the same blocks. This wastes resources and can easily
cause bandwidth traffic jams in the links between servers and
clients.

The ARAM [25] scheme adjusts the workloads on selected
replica servers and handles unpredictable variations in network
performance. Our algorithm uses the finish rates of the previously
assigned transfers to anticipate the bandwidth status for the next
selection, adjust workloads, and reduce file transfer times in grid
environments. Our approach is useful in grid environments with
the unstable network. It not only reduces the idle time thatwaiting
for slowest server, but also decreases the file transfer completion
times.

2.3. Medical images

Medical image processing technique refers to procedures that
use special equipment to capture images of various body organs for
clinical purposes (medical procedures intended to aid in diagnosis
or examine diseases) or medical science researches (including
normal anatomy and function).
This technique refers to one aspect of biological imaging, incorpo-
rating radiology, radiological sciences, endoscopy, thermography,
medical photography, and microscopy for human pathological in-
vestigations.
In clinical applications, medical imaging is also known as radi-

ology or ‘‘clinical imaging’’. Diagnostic radiography indicates the
technical aspects of medical imaging and focus on the acquisition
of medical images. Radiologic technologists and physicians are re-
sponsible for acquiring high-quality medical images of diagnostic
and performing radiological interpretations.
In the fields of Medicine, Medical Engineering, Medical Physics,

and Bioinformatics, Medical Imaging is usually defined as the tech-
nology for image creation, retrieval and storage. Researches on
medical image applications and interpretations are classified as ra-
diology or other relevant medical sub-disciplines, areas of medical
science and neuroscience, cardiology, psychology, etc. Many tech-
niques developed for medical imaging also have scientific and in-
dustrial applications.
Medical imaging can be seen as the solution of mathematical

inversion problems, all related analyses are inferred from observed
signals. In the case of ultrasonic devices, the probe produces
ultrasonic pressure waves and echoes inside the tissue to show the
body’s internal structure. A projection radiography probe produces
X-ray radiation which is absorbed at different rates by various
tissue types such as bone, muscle, and fat.
Modern medical imaging technology includes:

• X-ray: Radiographs,more commonly knownasX-rays, are often
used to determine the type and extent of a fracture as well as to
detect pathological changes in the lungs.
• Computed Tomography (CT): Digital geometry processing is
used to generate a 3D image of the inside of an object from a
large series of 2D X-ray images taken around a single axis of
rotation.
• Ultrasound: Medical ultrasonography uses high frequency
sound waves of between 2.0 and 10.0 MHz to produce 2D im-
ages, traditionally on a TV monitor.
• Magnetic Resonance Imaging (MRI): MR imaging uses a pow-
erful magnetic field, radio waves and a computer to produce
detailed pictures of organs, soft tissues, bone and virtually all
other internal body structures.
• Gamma camera: Gamma rays (denoted as γ ) are the form
of electromagnetic radiation or the light emission of frequen-
cies produced by sub-atomic particle interactions, such as elec-
tron–positron annihilation or radioactive decay.
• Positron Emission Tomography (PET): It is a nuclear medicine
imaging technique which produces a 3D image or maps of
functional processes in the body. The system detects pairs of
gamma rays emitted indirectly by a positron-emitting radionu-
clide (tracer),which is introduced into the bodyon abiologically
active molecule. Images of tracer concentration in 3D space
within the body are then reconstructed by computer analysis.
• Others: Fluoroscopy, Angiography, Microscopy, Photo Acoustic
Imaging, Thermography, Endoscopy, and etc.

ImageJ [26] is a public domain Java-based image processing
software developed by the National Institutes of Health that runs
on Windows, Mac OS, Mac OS X, Linux, Sharp PDA, and other plat-
forms. It can display, edit, analyze, process, save and print 8-bit,
16-bit, and, 32-bit images in TIFF, GIF, JPEG, BMP, DICOM, FITS
and raw image formats. It supports stacks and series of images
that share a single window and provides multithreading for time-
consuming operations. The accessing of image files could be per-
formed in parallel with other operations. ImageJ is a free open
source software that supports customupgrades, edits and plug-ins.
It has a built-in editor and Java compiler, and provides users with
any IDE to directly process images.

3. System design and implementation

3.1. System architecture

MIFAS was deployed in the co-allocation data grid with Globus
Toolkit 4.0.7. We aggregated desktop PCs and servers to establish a
data grid. The descriptive medical image information (metadata)
about logical data items is stored in the MIFAS Catalog Service.
The four-layer architecture of the data grid is shown in Fig. 2. The
yellow parts are development and implementation by Health-Box.
Health-Box (H-Box) is a set of integrated scripts developed by the
High Performance Lab at Tunghai University. It provides a quick
way to form grid environments and integrated grid framework
sets. H-Box integrates the grid middleware, Globus Toolkit, to
connect the nodes, then installs necessary software, including
MPICH [27], Ganglia [11], NWS [28], SYSSTAT [5], SRB [29], JDK [30],
ApacheAnt [31], XML-Parser [32], and xinetd [33]—all Open Source
Software. We provide a grid manager to download, distribute, and
modify it. Thus, we can use H-Box to quickly form prototyping of
medical imaging storage grid architectures.

3.2. System flow

3.2.1. System workflow
Our design for the co-allocation grid is shown in Fig. 3. AsWeb-

based Enquiries PACS, every client node access point uses the Cyber
Agent to enter the co-allocation data grid, andmanage queries and
image retrievals. Overall, the benefit of our method is to speed up
query accessing and image retrieving. It also provides the security
for queries and image retrievals in the data grid environment.

3.2.2. Simple cyber agent transformer workflow
Fig. 4 shows the simple Cyber Agent Transformer workflow and

transfer steps. Basically, physicians search and retrieve medical
images via the MIFAS co-allocation data grid. The steps of the
MIFAS co-allocation data grid workflow are described below. As
users want to access the data grid, they must first set up a User
Certificate, Private Key, Certificate Authority (CA) file, and a Proxy
File for retrieving the data grid authentication. After the access is
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Fig. 2. Overview architecture of MIFAS in co-allocation data grid. Yellow: developed at HPCLab of THU; blue: globus toolkit.
Fig. 3. Workflow overview of medical image in co-allocation data grid.
granted, users can retrieve medical image information from the
MIFAS Catalog Service database listed in Cyber Agent Transformer.
When a user requests for medical images or DICOM Image

Storage nodes from Cyber Agent, the request is processed. If any
storage node is available, it is obtained from the remote medical
image storage via the GridFTP protocol, which could speed up
whole transfers. This retrieval method is secured by the Globus
certificate authorization service. The cyber agent uses the MIFAS
co-allocation method to download images in parallel. As the
transfer is finished, the user views the medical images by ImageJ.
In general, this is a convenient method for downloading medical
images from a data grid.

3.2.3. The cyber agent transformer
In the previous work [34], we gave experimental results for the

Cyber Agent Transformer, a powerful new toolkit for the replica
management and data transfer in data grid environments. It not
only accelerates data transfer rates, but also manages replicas
over various sites. The friendly interface enables users to easily
monitor replica sources, and add files as replicas for automatic
cataloging by our Replica Location Service. Moreover, we provide
a function for administrators to delete and modify replicas. The
Cyber Agent Transformer can be invoked with either the logical
file name of a data file or a list of replica source host names.
When users search for files by the logical file name, the Cyber
Agent Transformer searches Replica Location Services to find all
corresponding replicas, and notifies each source to start parallel
transfers. The file is then gathered from replica sources and finally
combined into a single file.

3.2.4. Cyber agent transaction flow
Fig. 5 shows the Cyber Agent Transaction flow. In order to obtain

accesses to the grid, users must first set up the User Certificate,
the Private Key, the CA file, the Proxy File, and IP address. They
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Fig. 4. Simple workflow for cyber agent transformer.
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Fig. 6. Cyber agent transformer setup.

may then connect to any data grid site via the GridFTP Browser.
The system automatically authenticates the site certification as
the connection is made. The security mechanism of our grid
environment is described below.
Steps 5 and 6 show how users search theMedical Image Replica

Service for the MIFAS catalog service, and how requests are re-
ported. The system ranks all replica servers according to our
replica selectionmodel [7,35,8,6,36,37], and users can then choose
the better servers for parallel downloading. Parallel downloading
[38,6,36,34] is a technique used to fetch and download files from
multiple sources includingWeb servers, file servers, P2P nodes, etc.
The Data Transfer Service is invoked in step 6. Information

on replicas chosen by the user is picked up by the GridFTP Job
Controller. MIFAS Co-allocation is then used to transfer the desired
files.

3.3. GUI and system operations

We developed and implemented a user-friendly GUI for Cyber
Agent Transformer to help users to download and manage files
in data grid environments. It was implemented in the Java CoG
library, and can be run on any operating system with JVM. The
entire set up and operation process is shown below.

• Authentication Setup: To conduct the image file retrieval, the
user must setup the Cyber Agent Transformer environment—as
shown in Fig. 6. Users are required to provide certain security
mechanisms, such as the user certificate, the private key, the
certificate authority file, and the proxy file (conforming to
X.509) to provide a safe transfer environment.
• Strategy Selection: The user can set the relative parameters for
a different algorithm before file downloading. There are eight
algorithms for downloading medical image files. Fig. 7 shows
the GridFTP client tool used for file transferring.
• User Tools: We designed tools to assist users in downloading
medical image files, and setting up some environment configu-
rations. Fig. 8 shows the user tools.
• Selection: Search Replica is used to find medical image files for
downloading. Fig. 9 shows selecting a Replica download from a
candidate node.
• Messages: Users can see statuses, transfer times, and transfer
rates for all download in the message box. Fig. 10 shows the job
download and completion dialogs.

4. Experimental environments and results

4.1. Medical image environments

Our experiments were conducted and evaluated on the TIGER
grid, which consists of more than one hundred processors dis-
tributed over ten clusters located at seven educational institutions:
Fig. 7. Download strategy selection.

Table 1
The end-to-end transmission rates from THU to others using NWS (Mbps).

Case Bandwidth average High Low

THU→ HIT 37.815 70.349 20.952
THU→ LZ 48.139 73.466 31.678
THU→ DL 16.673 17.920 12.182
THU→ NTCU 23.432 39.824 13.176
THU→ TUNG 3.683 3.774 3.529

Tungs’ Taichung MetroHarbor Hospital (TUNG), Tunghai Univer-
sity (THU), National Changhua University of Education (NCUE),
National Taichung University (NTCU), Hsiuping Institute of Tech-
nology (HIT), National Da–Li Senior High School (DL), Lizen High
School (LZSH) and Long Fong Elementary School (LFPS). The TIGER
grid network environment logical diagram is shown in Fig. 11,
Fig. 12 presents the Ganglia monitor page of our test-bed. Fig. 13
shows all grid test-bed machine statuses on one monitor page.
They are interconnected by the 1 Gbps Taiwan Academic Net-

work (TANET). The TIGER grid platform consists of approximately
60 computing nodes with some 224 CPUs running at various
speeds and a total storage capacity of approximately 5TB. All these
institutions are in Taiwan, and each is at least 10 km from Tung-
hai University (THU). All machines have Globus 4.0.7 or higher
installed. End-to-end transmission rates from THU to each educa-
tional unit are listed in Table 1.
We used the Cyber Agent Transformer to perform wide-area

data transfer experiments. We deployed our co-allocation client
on our test-bed at Tunghai University (THU) in Taichung City,
Taiwan, and fetched files from selected replica servers at: National
Da–Li Senior High School (DL), Lizen High School (LZ), Tungs’
Taichung MetroHarbor Hospital (TUNG), and Hsiuping Institute of
Technology School (HIT). These institutions are all in Taichung,
Taiwan, 10–30 km from THU.

4.2. Cross-hospital PACS architecture

Using the TIGER Grid system, we tried to simulate a PACS
serving two ormore hospitals, and performed several experiments
on issues of concern.
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Fig. 8. User tools.
Fig. 9. Selecting replica download from candidate node.
4.3. Experiment 1: compare 8 co-allocation schemes for downloading
different data sizes

In this experiment, we downloaded the files whose size is from
10 MB to 1 GB with the eight MIFAS Co-allocation algorithms. The
results show the best algorithm varied according to the file size
downloaded. Fig. 13 shows the download data for the eight transfer
modes. Fig. 14 shows no differences among the eight MIFAS Co-
allocation algorithms on downloading a 10 MB file. In this case, all
methods used to query or retrieve fileswould be completed around
the same time. Fig. 14 also shows that the ARAM algorithm was
the best method for 50 MB–1 GB files. This experiment showed
the best transmission method, which were used to perform other
experiments.
4.4. Experiment 2: compare query/retrieval times from local grid node
using ARAM and web PACS

In this experiment, we simulated a Web PACS in the local grid
node and used the best transfer method, ARAM, for comparison
tests. Physicians may need to search and retrieve the files listed in
Table 2 for diagnosis or to compare medical cases. These files are
usually X-ray images, CT scans, or series’ of CT scans. In order to
compare the difference in data retrieval performance between the
Web PACS and the Cyber Agent Transformer, we customized test-
bed A, as shown in Fig. 15. The Cyber Agent Transformer retrieved
images via parallel-download fromMedical Data Grid B (Data Flow
B, Fig. 15), whereas the Web PACS retrieved from the Web PACS
(Data Flow A in Fig. 15). The times for the MIFAS Co-allocation
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Fig. 10. Job download and completion dialogs.
Fig. 11. TIGER grid topology.
ARAMandWebPACS are shown in Figs. 16 and17. The results show
that the performance in the end-to-end query and the retrieval of
the first medical image by ARAMwas better for all sizes than those
byWeb PACS. And the average transfer timewas better than that of
the Web PACS. We then tested retrieving ImageJ from the Medical
Data Grid, as shown in Fig. 18.

4.5. Experiment 3: compare query/retrieve times from remote grid
node using ARAM and web PACS

Experiment 2 showed that ARAM obtained images more effi-
ciently than the Web PACS while it was based on a local grid node.
We transferred the experiment to awide-area network for extend-
ing the MIFAS performance to a broader zone. An experiment was
performed to prove that MIFAS is also better than Web PACS in
wide-area networks. In order to confirm the transfer performance
of ARAM, the comparison tests on the images listed in Table 2
was performed. Test-bed B was customized as shown in Fig. 19.
Cyber Agent Transformer retrieved images via parallel-download
Table 2
Query and retrieve for X-ray, CT.

Image query and retrieve Image data (MB)

CT 42 512× 512 ∼22
X-ray Chest 5 2320× 2828 ∼65
A series of CT case 180 512× 512 ∼79

from Medical Data Grid C (Data Flow B, Fig. 19), whereas the Web
PACS retrieved images from Web PACS (Data Flow A, Fig. 19). The
MIFAS Co-allocation ARAM and Web PACS times for remote grid
node downloads are shown in Fig. 20. The results was presented in
Fig. 21. The experimental data is the contents of Table 2. Case 1 has
42 pictures of CT. Case 2 has 180 pictures of CT. Case 3 has 5 pic-
tures of X-ray. The expected test got the first medical image. Rela-
tively, all download pictures should be tested fairly by the average
amount of time. Therefore, the Fig. 21 shows the transfer average
times for each medical image. The results show ARAM was better
than Web PACS.
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Fig. 12. Ganglia page of TIGER.
Fig. 13. Cross-hospital PACS architecture.
4.6. Experiment 4: conventional medical image exchange vs. co-
allocation download

All the medical images that exchanged between hospitals are
produces from high-level imaging systems such as 64-slice CT and
3.0T MRI. There are various PACSs simulated to exchange the 64-
slice CT and 3.0T MRI images listed in Table 3. In order to compare
the difference in data retrieval performance between PACSs, test-
bed Cwas customized to transfer images from the THU PACS to the
HIT PACS, as shown in Fig. 22.
The Cyber Agent Transformer exchanged images in the conven-

tional way (The data flow A in the Fig. 22), as compared to parallel
downloading from the Medical Data Grid (The data flow B in the
Fig. 22).MIFAS Co-allocation andDICOM transfer results are shown
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Fig. 14. Completion time for various file size and co-allocation algorithms.

Fig. 15. Our test-bed A.

Fig. 16. Compare query/retrieval times for the first image from local grid node
using ARAM and web PACS.

in Figs. 23 and 24. The Fig. 23 shows the transfer times for case 1.
We can see the ARAMand PACS transfer times. ARAM transfer time
for the 3.0T medical images is near 45.297 s. PACS transfer time
for the 3.0T medical images is near 140 s. ARAM transfer data is
near 88.306069Mpbs. PACS transfer data rate is near 28.57142857
Mpbs. Therefore, ARAM is better than PACS. The Case 2 trans-
fer time is shown in Fig. 24. ARAM transfer time for the 64-slice
CT medical images is near 102.453 s. PACS transfer time for the
Fig. 17. Compare average ARAM transfer times from local grid node andweb PACS.

Fig. 18. Medical image display.

Table 3
Estimated sizes for 64-slice CT and 3.0T MRI exchange images.

Image exchange Image data (MB)

3.0 T (3.0T) MRI 1400. (Video content is about 128× 128
or 256× 256 or 512× 512 or 560× 560 or 576× 576 or
640× 640 images)

∼499.8

64-slice CT Scanner 2000 512× 512 ∼1058

64-slice CTmedical images is near 310 s. ARAM transfer data rate is
near 78.084585Mpbs. PACS transfer data rate is near 25.80645161
Mpbs. ARAM is better than PACS. The graphs show that the Co-
allocation downloading performed better than the DICOM proto-
col. Downloading from multiple image replicas improves overall
performance.

4.7. Experiment 5: compare 8 co-allocation schemes on stable and
broken network links

The system reliability of the hospital must be enhanced since
broken network links could cause file transfer failures in com-
plex heterogeneous grid environments. Physicians use the Web
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Fig. 19. Our test-bed B.
Fig. 20. Compare query/retrieval times for the first image from remote grid node
using ARAM and web PACS.

PACS for medical image queries, retrievals, and exchanges. Unfor-
tunately, network interruptions will delay or halt the Web PACS
and medical image exchanges. Network fault tolerance design is
important in improving the usability and reliability of the full grid
system. Among all co-allocation methods, only ARAM was able to
overcome network faults.
As shown in Figs. 25–27, we built an environment with replicas

at four grid sites. Each site was disconnected in a period of time
during file transfer. The ARAM scheme was designed to continue
file transfers from the previous point, and avoid having faster
sites waiting for slower sites. Therefore, the overall file transfer
performance keeps stable.

4.8. Experiment 6: image machine recovery

In the near, Tungs’ TaichungMetroHarbor Hospital experienced
a Web PACS breakdown that affected physicians in diagnosing
patients. It took us 6 months to reconstruct theWeb PACS without
affecting ongoing general operations and providing image data
to physicians. (We used only the off-peak times of Monday to
Friday from 22:00 pm to 8:00 am, Saturday afternoon, and Sunday.
Fig. 21. Compare the average transfer times from a remote grid node for ARAMand
web PACS.

Fig. 22. Our test-bed C.



1138 C.-T. Yang et al. / Future Generation Computer Systems 26 (2010) 1127–1140
Fig. 23. 3.0 T performances on (3.0T) MRI.

Fig. 24. Performance of 64-slice CT.

Fig. 25. Stable network link.

If we had been able to focus completely on reconstruction, it
would have taken approximately 30 days.) In addition to the
expense for machine replacements (over 1 million to date, and
eventually exceed US$ 125,000–156,250 dollars if the Web PACS
is incomplete), we mobilized many hospital staff members and
medical imaging system specialists, and spent excessive time on
the reconstruction.
A simulation on this incident was performedwith grid environ-

ment to reduce time, expense and manpower, as well as to min-
imize the effect on physicians’ diagnoses. We utilized the H-Box
to construct medical image storage grid architecture and enhance
grid stability and security. We analyzed the following aspects from
a managerial perspective.
Fig. 26. Broken network link.

Fig. 27. Compare various schemes on various network statuses.

• Management: Managers are able to construct a medical image
storage environment using grid techniques and methods
without askingmedical imaging specialists and other personnel
for help. Consequently, we can use these resources to train the
staff ourselves.
• Hardware and software: We spent less on the new grid node
than on the Web PACS. Desktop PC with large-capacity storage
(PC and 6 TB storage*2), only about 150,000 dollars, which is a
lot cheaper than theWeb PACS machine. And, the software and
techniques we used are all open source and freeware, whereas
all the Web PACS software must be purchased.
• Time: We reduced the time required to construct a medical
image storage environment with the new grid node, and the
time formedical image recovery. Efficiently recovering environ-
ments are usually important for hospitals, and same as reducing
waiting times and medical staff costs.

In this paper, we report the construction of a grid node within
one hour using H-Box, while on the other hand, it took us 5–6 h
to construct a new Web PACS and install all the software. It took
6 months working only during off-peak hours to recover these
medical images, and 20 days for full-time recovery (about 10 TB
capacities). With a grid node completely focused on recovering
medical images, MIFAS takes about near 8 days. Considering these
options, we organized the data and presented them in a simple
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Fig. 28. Compare machine replacement cost.

Fig. 29. Compare storage environment construction and medical image recovery
times.

way. Fig. 28 shows both are better than the Web PACS-related
software and hardware. And Fig. 29 shows both constructed and
recovered data faster than the Web PACS.

5. Conclusions

This paper proposed the MIFAS solution to reduce medical im-
ages’ transfer time, and integrated medical image process tech-
nique into co-allocation data grid environments.We also report on
implementing a Cyber Agent Service that enables users to use co-
allocation data grid. Currently, MIFAS offers four advantages.
First, compared with PACS, MIFAS can reduce co-allocation

transfer time from experimental results. Second, MIFAS
provided a fast, secure, stable, reliable system for obtaining med-
ical images. Three, co-allocation architecture enables parallel
downloading from a co-allocation data grid. It can also speed up
downloads and overcome network faults. Four, we provided easy
management, reduced expense, and increased the stability ofmed-
ical image system.
We reported on successfully moving medical images on the

MIFAS Co-allocation data grid. We proposed a means of integrat-
ing a medical image file accessing system with a co-allocation
data grid to improvemedical image query, retrieval, exchange, and
download speeds. Our experiments showed ARAM to be the best
among the eight co-allocation schemes. We found that parallel
downloading via File Transfer Protocols yields better performance
than single-point downloading. ARAMalso overcomes the problem
of broken network links. It completes transfer jobs by continuing
from the previous point.
In our managerial experiments we used H-Box to build a

medical image storage grid node on a desktop PC and tested image
recoverywith it.We found that the recovery rate and building new
grid nodes are both better than making a new Web PACS. Anyone
can use H-Box to establish an open source medical image storage
environment, and use grid architecture to increase medical image
storage stability without incurring the high cost of a Web PACS.
Furthermore, we enhanced the security with a data grid au-

thentication environment: the User Certificate, the Private Key, the
Certificate Authority (CA) File, and the Proxy File. In conclusion,
Medical Image File Accessing in a co-allocation data grid pro-
vides users with a reliable and secure environment for processing
queries and medical image retrievals efficiently.
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