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Abstract

Recently, wireless networks, such as Wi-Fi and B&se been widely equipped and
popularly used in the world. People holding smantices can conveniently access the Internet
services through modern wireless networks. Howenvken people are enjoying using wireless
systems, network security has been a crucial aigdlddecause wireless messages, encrypted or
unencrypted, may be maliciously intercepted by bexkAfter analyzing and/or decrypting the
messages, hackers can illegally capture or stepbritant information, such as credit card
numbers or usernames/passwords, carried in theagessCurrently, SSL and IPsec are utilized
to protect the delivery-of these types. of inforroati However, each of the two security
protocols has its own drawbacks both_in their keghange and.message encryption/decryption
processes. To solve these drawbacks, in this paeepropose a secure communication system,
named the Weless_8curity System with Bta Mnnection Core (WiSDC for short), which
consists of two security . schemes, including-a syfrimekey exchange process and a
two-dimensional stream~cipher ‘mechanism.. The forem@ploys random numbers and the
connection keys contained.in that-Mnnection-©re-(the DCC for short) to generate internal
keys, through which the.security level of the kegl@nge process can be enhanced. Here, the
DCC is a set of random numbers created when therlymag user registers himself/herself with
the wireless system being considered;.and the mndonbers.are only known to the user and
AAA server of the wireless system. The. latter,,I.he two-dimensional stream cipher
mechanism, invokes two operators, including exeksr © and binary adder stoperators,
and two Pseudo Random Number Sequences (PRNSsgrygpeplaintext so as to well protect
the plaintext. The WiSDC also adopts a pseudo nandamber generator, which feeds back
keys generated in current stage as a part of thetsnof the next stage, to produce more
complicated keys for data encryption. Experimergallts show that the WiSDC can effectively
protect transmitted messages for wireless enviromsnd he analytical results indicate that the

WIiSDC has higher security level and execution &fficy than those of the SSL and IPsec.
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Chapter 1 Introduction

Nowadays, mobile devices have been widely used audemn network environments.
People often communicate with others and accessnieit services through mobile devices. But
wireless communication has its own drawbacks, dwehich is that hackers can easily intercept
the messages delivered via wireless channels.i$ ety network security has been one of the
important issues in the study of wireless systems.

Today, e-commerce is popular in the world. Many pgiedike to purchase something
through networks. However if authenticated useshvio transmit important data, such as credit
card numbers or usernames/passwords of a systeegusity mechanism that can effectively
protect the important information is.required. Ségusocket Layer (SSL for short) and Internet
Protocol Security (IPsec for short) are two segupitotocols commonly used in the Internet
application services.

However, SSL has.two disadvantages in protecting delivery of these types of
information. One is that.its-key exchange processgrises six steps, in which four may expose
important keys in the air [1]; implying hackers bafour opportunities to capture important
information of a session..The second is that omg master-secret key Is utilized to encrypt
exchanged keys. Therefore, the generated ciphameytbe. cracked relatively more easily by
using brute-force attacks compared to those usutjpte keys [2].

The disadvantages of IPsec are similar to thoskeeoSSL. The number of its key exchange
steps is six in the main mode, and only one enmyey, called session key [3], is deployed to
encrypt transmitted messages.

To solve these two security problems, in this stwaypropose a symmetric key exchange
system, called the Wéless_®curity System with _Bta_Mnnection Core (WiSDC for short),
which as a mutual authentication mechanism empilogsdata connection core (the DCC for
short) as its security base to preserve the Secfadhenticity, Integrity and Nonrepudiation

characteristics of those transmitted messages, ewtier DCC is a set of random numbers
1



created when the underlying user registered hitieetelf with the wireless system being
considered, and the random numbers are only knowhet user and AAA home server of the
wireless system. The WiSDC also creates and invitkeg specific mechanisms to increase the
security level of its own. The first is producingternal keys from a part of the parameters,
called connection keys, collected in the DCC amétaof other random numbers. We also derive
parameters, named communication keys, from thenatekeys. The communication keys,
rather than the DCC, are transmitted through theocaprotect the DCC from being known to
hackers. The second is reducing key exchange stepswer the probability of important
information being captured. The number of its keghange steps is four, implying that the
opportunity for key.information being stolen by kers in-the wireless environment is lower
than when the SSL and IPsec is employed. The ikiradopting a two-dimensional stream
cipher technique to encrypt/decrypt the transmittegssages so as to promote the WiSDC to a
high security and high efficiency system.

A part of this paperhas been published [4]. Is thersion, we extend several new concepts
and encryption technigues.

The rest of this thesis is organized as followsalér 2 _describes the background and
related work of this study. Chapter;3 introduces WiSDC. architecture. The security analysis
and simulation of the"proposed system_are preseatet discussed in Chapter 4 and 5,

respectively. Section 6 concludes this thesis auilihes our future studies.



Chapter 2 Background and Related Work

This chapter describes the background and relatek @f this study.
2.1 Background

2.1.1 Stream cipher Encryption

In cryptography, due to generating the same cigheams between sender and receiver
before the ciphertext sent by the sender can beratety decrypted by the receiver, a stream
cipher [5], encrypting a message .on a_bit-by-bisehabasically is a symmetric key cipher
method. Its encryption/decryption speed.is.fagtantthat of a traditional encryption mechanism,
such as the block cipher [6] (e.0.;. DES and AE®)weNer, a stream cipher has three important
security flaws, including that-only the exclusiveaperation is-utilized, the same key stream is
used throughout the ‘encryption/decryption procelss @ession, and the random numbers
deployed are not very complicated so as unabldéi¢aterely protect the transmitted messages.
The three flaws may attract certain types of agaskich as brute-force attacks [7] and hijacking
attacks [8]. Consequently-encrypted information rbhayevealed. Generally, the pseudo random
number generators (PRNGs for short) of-both-theleeside and.the receiver side are triggered
by the same secret key K to generate the samerstrea encrypting and decrypting messages.

However, the security level of.a ciphertext strgnglies on the quality of the randomness,
complexity, and lengthy periods of the producedicam number [9]. Basically, how to design a
random number generator to generate high-qualitglaen number sequences is a technical
challenge [10]. A well-designed random number gatoer must avoid producing the same
random number sequences each time it is invokduer@tse, the security level of the ciphertext

will be relatively lower.

2.2 Related Work

This section describes the SSL and IPsec.

2.2.1 Secure Socket Layer (SSL)



SSL is a security protocol, developed to secureestablished Internet connection either
between a web server and a client browser [11pbnéen a host and a gateway [12].

The secure hypertext transfer protocol (i.e., HT)'AS] adopts SSL to encrypt important
information when people purchase something throeigommerce. The handshake process of
SSL has six steps [14] which are listed in the Ajbe A of this paper (the master secret keys
are generated on both ends of a connection indinehf step). Besides those mentioned above,
SSL has two other disadvantages. One is that haakery intercept the X.509 certificate
transmitted through the wireless. channels, andthsecertificate to mimic a legal user to
perform the consequent authentication. .The sec®tithi. when one visits a website to purchase
something, the website does-not-know who :the. visgo\When malicious people capture a
credit card number and.then buy something withrbugh. the websites of business stores, if the
legal user can'show that.the transaction is notgtdd by himself/herself, the business stores

will incur financial loss.

2.2.2 Internet Protocal Security (I Psec)

IPsec as a network-layer.security-protocol auticates and encrypts IP packets transmitted
through the Internet. It has‘been.used to proteetcbnnections established between host and
host, gateway and host; and gateway and gatewawy{ Esystem.

This protocol adopts the Internet,Key Exchange (fidEshort) [16] as its key-exchange
protocol, which first builds an IKE security assa@n (SA for short), and then creates an IPsec
SA through the channel protected by the IKE SAetPg/pically supports two authentication
methods, pre-share keys and digital signaturesh Wie pre-share keys, the administrator
produces a key or a password string for each IRestce. With the digital signature, a
certificate identifies a IPsec site. Basically, tHRsec endpoints have to trust each other if a
Certification Authority (CA for short) that theyust has signed their certificates. The two
disadvantages of IPsec are mentioned above.

Besides, security can also be enhanced by usiggisitic processes [17,18, 19]. Ogiela and
4



Ogiela [17] adopted mathematical linguistic methdds create secret sharing threshold
algorithms. Leu and Ko [19] utilized critical vaki& cluster definition briefs which can also be
applied to improve the detection accuracy of idgmg who the possible hacker is in an

enclosed environment when internal attack occudg [2




Chapter 3 System Architecture

The WiSDC has six features, including (1) verifymgether a user is a legitimate one or
not by consulting the AAA server; (2) generatingeimal keys and communication keys to
prevent the DCC from being sent through the wirelelsannels; (3) preserving the Secrecy,
Authenticity, Integrity and Nonrepudiation charatdgcs for those transmitted messages; (4)
the number of key exchange steps is only four;c@tulating 320 Traffic Encryption Keys
(TEKs for short) and 319 new Traffic Encryption Key$TEKs for short) by using a feedback
control process [21]; (6) encrypting plaintext iiphertext by using a two-dimensional stream
cipher technique.

Figure 1 shows.the network topology of the WiSD®wihich wireless users can transmit
messages through different nternet Service ProsidsPs for short) to access the Internet
services, implying that the WiSDC can adapt toedéht wireless enviranments, e.g., ISP-1
provides a WiFi platform, and ISP-2 offers-4G-seegl A user of the WiSDC can roam in this
heterogeneous' environment. Figure 2 illustrates WA 8DC architecture which consists of
wireless users, Authenticators of different ISR&l-a-home server. The hame server consists of

the AAA server and other servers, e.g.; radiuseseamd log server.
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Figure 1: The.network topology of the WiSDC
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Figure 2. The WiSDC architecture (RNs stand for dRen numbers)

3.1 The Data Connection Core
In the WiISDC, the high security level and the rdlkes exchange process are, respectively,

achieved and developed by using the DCC.
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The DCC consists of five parameters, includisgerID, ki, ki, ko, andks, which are stored
both in a user device and AAA server when the usgisters himself/herself with the AAA
server, and in whiclk, ki, ko, andks are the connection keys of the DCC whé&ras the
identification key and;, k;, andks are message encryption keys. In a user deviceMB®C,
as shown in the left rectangle of Figure 2, naméelass user, employs the DCC and four
random numbers, including,y, ,¢;andy,, to produce seven internal keys which are used to
further generate four communication keys for lab@ssage encryption and decryption. Internal
keys are keys utilized only internally in the uskvice or the authenticator without being

delivered through the wireless channel. All theapagters of the WiSDC are the same length.

3.2 Parameters and functions

The parameters.and functions utilized by the WiSid€defined as follows.

3.2.1The parameters

The parameters used by the WiSDC are defined amdhsuized below.

(1) UserID : the identity of-a user.

(2) ki, kq, ko, k3 : the connection keys of the-DCC.

(3)y;,i=1,2,3,4 : the random numbers generated by tbe us

(4) &, i=1,2,3,4 : the communication keys generatecheyuser and transmitted to Authenticator
through wireless channels.

(5) b i=0,1,2,3,4,5, andy : the seven internal keys internally generated ased by a user
device and Authenticator themselves without senthegh through wireless channels.

(6)¢g,i=1,2,3,4 : the random numbers generated by Atittegor.

(7) ¢, i=1,2,3,4 : the communication keys generatedhieyAuthenticator and transmitted to the
user through wireless channels.

(8) Thonce: the timestamp of current time.

(9) TEK;, 1=i=320 : the first set of traffic encryption keys ugedencrypt transmitted data



messages.

(10) NTEK, 1=i=319 : the second set of traffic encryption keysatzd to encrypt transmitted

data messages.

3.2.2 Thefunctions
The functions employed by the WiSDC are definetbsws.
(1) Exclusive-or operatotd :
Encryption:c=p © X
Decryption:p=c & K
(2) Binary-adder #:
Encryption : c=p+,K , wherep;and K undergo binary addition, and ignore the carry

generated by the addition of the most significats; b

c-K, if c2K
c+K+1 Jif c<K

Decryption : p=c-,K :{
where -, denotes the binary subtraction, ard is the one’s complement &f

(3) HMAC(K) : a Hash-based message authentication code wsigbnerated by performing a
hash function on both a secret Kegind atransmitted message to ensure the celitiicahd

integrity of this message:
Example 1 : If there is a messadgeP-codélon.dUserlDla;|az|asjas HMAC((by D by)+2bs),
which is transmitted from a.user to Authenticattien HMAC((b; @ by)+.b3) is the
authentication code generated by invoking a haghction to encrypt the plaintext,
OP-cod4ThoncdUserIDlas|azlas|as, with the key, i1 D bo)+:bs.

(4) RHSEXOR(X, Y¥ RHS(X) & Y: RHS(X)andY are of the same size by truncatiyg most

significant bits where the length Xfis longer than that of.
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Figure 3. The flow chart of a two-dimensional strecipher technique

In the WISDC, plaintext as shown in Figure 3 is.rgpted with two pseudo random

number sequences (PRNS forsshort); e.g., PRNSPRMNS2, by usingd and +. We call a

ciphering approach that.encrypts-messages witibifiod a two-dimensional stream cipher

technique.

3.3ThePrior Activities

The prior activities of a wireless communicatior as follows. The user

(1) generates random parameteys, ¢, ,w;andyy;

(2) sequentially derives communication-keysas, and internal keys)~bs, andco, from the

four connection keys of the DCC where the sequenaghich the parameters are generated, is

as follows.

a, ={[k Ok]+¢] 0 (k +, K,)} +; (K Oks),

by =[(@1 O ki) +2 @1 O k)1 O[(¢1 +2 ko) O (@1 +2 k3)1»
Co ={[(k Oly) +, k] O (¢, +, k;)} O (ly +, k),

by =[(, O k) +, (b O k)1 D (G +, ko),

b, =[(¢, +, k) O (b +, ky)] +, (¢ O ky),

by = [(¢0, O ky) +, (b, D k)] T (¢, +, ky),

b, = (b, 0 G,) +, [(by +, (b, D)),

by = (b, +, ¢) O [by T (b, +, )],

10



a, =[(by O¢,) +, (b, T b,)1 0 (b +, by),
a, =[(c, U¢s) O (b, +, by)] +, (b, O by),
a, =[(b, 0¢,) +, (b, Ub)] 0 (b +,b,).
Since these keys are sequentially generatedbd.s generated befo®, thenby andc, are
employed to generats. After that,b; is invoked to generata, etc, a parallel cracking method
does not work.

(3) Defines theOP-codes listed in Table 1.

Table 1: The definitions of OP-codes employed

OP-code Process Explanation
1 Authentication request Sent to-Authenticator bgru
2 Authentication reply Sent.to user by Authenticato
3 Data transmission Sent to Authenticator by user
4 Datareceiving Sent to user by Authenticator
0, 5-256 Reserved

3.4 The key exchange process
The sequence chart ofithe?WISDC is illustratedigufe 4, in which steps 1~4 are the key

exchange process [22], and steps's.and 6 are theageencryption/decryption process.

Wifiteless Tsers AP odeB Anthenticator A A A Server
Anthentication
1 tegquest -
- UserlD)
Authentication Shae-- ooo
4 le teply
Data tranamission
5 (Ciphertext) ol

Figure 4. The sequence chart of key exchange asdage encryption/decryption processes

11



Sep 1: User records the status “authentication requestits OP-codefield, and sends an
authentication request message, denoted by medsamgeAuthenticator. The format of this
message is

OP-codgThoncdUserlDjas|az|ag|as| HMAC((by B by)+2bs)

After sending this message, the user sets itsmistatus to “authentication reply”.

Sep 2: On receiving message 1, Authenticator checkse® whetherM eceive— Tnonce™> /AT
whereTeceiveiS the time point when message 1 is received anidis a predefined threshold. If
yes, implying that this is an replay attack, itodigls this message and stops the key exchange
process. Otherwise, Authenticator delivelseriD. to. the. AAA server..The AAA server replies
Authenticator with théJserlD's DCC.

Authenticator retrieves the:random numbegs,, ¢, , w3 andy, , implicitly carried in
message 1 (i.e., &, ap, as, anday, respectively) by invoking the following procets.
(1) retrieves ¢, by decodinga with the DCC. Let

A =[ag 2 (ko D Ka)] T (kg k), Ay =@y +o ko ks +21) [ (kg +5 k) -

{lay =2 (o Okl D (k2 k)Y =2 (K Dky) a2k By andA = (K [ ky);
a2 (k2 Okg)] Bk +2 ko)) Ao b U kg +a Lif a2 (ko O kg) andA <(k Liky);
& +2 ko Ok +2 DBk +2 ko)l =2l Do) if < (ko Do) andAo (k Dky);

[a 2 ko Ok +2 D) U (Kt ko)l 2K Ok +21if & <(kp Ckg) andAy <(k Dky).

(2) generates its seven internal keys by sequsnimoking the following equations.
bp =[(¢1 0 k) +2 @ O k)] O[(¢1 +2 ko) O (@1 +2 k3)]
Co ={[(k Olp) +2 ky] 0 (¢4 +2 ka)} O (bp +2 k3),
by =[(¢1 Uk +2 (bo Ok)1 T (co +2 k),
by =[(¢1 +2 k) U (by +2 k3)] +2 (co D kp),
bz =[(¢r1 O k) +2 (b2 Ukj)] T (co +2 K3),
by = (b3 U cg) +2 [(by +2 (b D¢y,

by = (by +2 Co) O[bz O (b +2¢4)],

12



(3) acquiring ¢, by using five of the seven internal keys, ibg=bs, to decodea, where

v, = {{[ ap 1 (I3 +2 g)] =2 (b O bp)} U by, if [@p 0 (b3 +2 by)] = (by O bp);
27 T @z O (b3 +2 bg)] +2 by 0 by +1} O by, i [a O (b3 +2 by)] < (by O by).

(4) acquiring ¢3 by using b~bs and @ to decodea; where

s = {lag =2 (bg Obs)] O (bz +2 bg)} O cg, if az = (by Obsg);
37 {[ag +,bg Obs +21] 0 (by +5 b3)} O co,if ag < (by 0 bs).

(5) acquiring ¢, by using h~bs to decodea, where

s = {{[ a4 O (by +202)] =2 (b5 D bg)} Dby, if [a4 [ (by +2 bo)] = (bs U bg);
* " {{lag O (by +2 bp)]+5 bs bz +51} Dby, if [a4 0 (by +5 by)] < (bs O bg).

Authenticator verifies whether message 1 is isdued legal user by checking to see whether
HMAC((b; D by)+2b3), = HMAC((by D bs)+,b3). or-not where the subscript ¢ (r) represents that
the HMAC() is calculated by:itself (retrieved-from messagelf not, Authenticator discards the

fake message and stops the key-exchange procésswide, it goes to Step 3.

Sep 3: Authenticator retrieves four random numbess ¢, @ and ¢ as the dynamic keys
from its internal random.number table. In this éalshkndom numbers are generated and updated
periodically. After that, Authenticator

(1) generates four communication Keys¢c,, €3 andc, by invoking the following equations
that respectively contairg;, @, ¢ _and ¢;

1 =[(¢a O¢p2) +2 by O (cohg bs);

C2 =[(¢ Ow3) +2 b ] O (W2 +2 1)
C3 =[(g3 Oepy) +2b3] 0 (W3 +2 by);
C4 =[(¢y Obg) +5 bg] O (4 +2 b3).

(2) sends an authentication reply message, detgtaetessage 2, to the user. The format of this
message is

OP-coddc;|co|cs|csHMAC((o © &) +2a),

in which OP-codecontains current status of the key exchange pspces, authentication reply.
After delivering this message, Authenticator seturrent status to “data transmission”;

(3) generateIEKsandNTEKS where

TEK(i-1)xg0+(j-1)x20+(k-1)xa+l =[(@ +2 Cj) O] +2 ¢ 1<i,j,I < 41<k<5
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NTEK =[(TEK; O NTEK_1) +5 (k; 0 dj)] +5 (Kp O dj4); 1<i <319
di =[(TEK; O NTEK ;) +5 (ky O di_1)] +» (kg O NTEK _); 1<i <319

in which NTEK, =hby, dg =co.
NTEKs are derived fromMEKs by using a feedback control process, which a&sho Figure 5
generates two outputdTEK and d;, when inputtingTEK;, 1<i<319. NTEK andd, as the

feedback parameters of thh stage will be a part of the inputs of tiel(th stage.

r TER; (1 ZiZ 310

o TEKD NTEK;
i ' i Pl 4,

.

BPdn |

.‘—
+

ifB NTEE

B dg +

NTER; di

l

NTEE; (1= i=319)

Y

&

Figure 5. The process that generates 319 NTEKsIpjoying 319 TEKS from 320 TEKs and the

feedback control-process

Sep 4: On receiving message 2, the user checks to sesthermhits current status, i.e.,
authentication reply, matches the one conveyetle©P-codeor not. If not, the user drops this
fake message. Otherwise, the user utilizes thenaké&eys generated, includitvg, by, by, bs, by,
bs, andcy, to decode; so as to acquireg, 1=1,2,3,4, which together witly,, ¢35, and ¢,, are

used to decrypt message 2 where

:{{[015(00’“2%)]‘2@ O, if [o U (c +2b5)] = by;

{[cn O (co+abs)]+2 by +21} Oy, if [c O (cp +2 bs)] <.

_ {{[ Co U (@2 +2 )] —2 o} O, if [cp O (2 +2 by)] 2 by;
{[co O (o +2 )] +2 by +21} Oy, if [co O (Yo +2 by)] < by.
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" {loa O Wz +obp)] +2 by +1} O gy, if [c30 (3 +2 by)] < ba.

_ {{[ Ca 0 Wa +2b3)] =2 b} b, if [Ca 0 @ +2 b3)] 2 by;
{[ca 0 @ +2b3)] +2 by +51} Db, if [cq O (g +2 bo)] < by,

_ {{[ C3 U (@3 +2 )] =2 b3} O ¢y, if [ca U (3 +2 )] = bs;

)
The user verifies message 2 by checking to see
whethemmAC((¢g, 0 ¢3) +5 ¢4); = HMAC((@ O @) +> @) OF not. If not, the user discards the fake
message and waits for a legal one. Otherwise, sheneratesTEKs, NTEKs and
internally-usedd;s where

TEK(i-1)x80+( j-1)x20+(k-1)xa+ =[(¢ +2 &j) Bbpl+o¢); 150y, 1 < 41<ks<5.

and

NTEK; =[(TEK; O NTEKL) +, (k¢ Tldi2)] +» (Ko di )i 1<i €319
d; =[(TEK; O NTEK; ) +5 (k. £1.d;{_{)]#5 (k3 ONTEKizg); 1< i < 319

in which NTEKy.=hy, dg = ¢y . Now the user also sets its current status toa‘ttansmission”.

Sep 5: The user

(1) encrypts plaintext to ciphertexis Plaintext=p, p, ;- pyy and the-corresponding

Ciphertext=cy ¢ & -+ ¢, » then
G = (p OTEK))+, NTEK|,, 0<isn-1, (1)
WNErej; = (i + m)mod320+1;.j, = (i #mp) Mod319+1, | 0k <319, O0<mm, <818. (2)

(2) records its current status, i.e., “data.trassion”,-toOP-code

(3) sends a data message, denoted by messagaudhemticator. The format of this message is
OP - code| UserlD| RHSEXOR@ U ¢, mi//mp)|  (TEKy, O NTEKy, ) +2 NTEKy, |Ciphertex

where m, = (m +my)mod319+1. After transmitting this message, the user setsutsent status to

“data receiving”.

Sep 6: Upon receiving the ciphertext, Authenticator cletlk see whether its status, i.e., data
transmission, matches the status conveyed inQRecodeor not. If not, it drops this fake

message and waits for a legal one. Otherwise, Atittegtor
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(1) acquiresm, andm, by decoding message 3 where

my // my, = RHSEXORy 0 ¢, RHSEXORY [ ¢, my// my)) in which // represents concatenation;

(2) verifies whether message 3 is issued by a legat or not by checking to see whether the
(TEKp, 0 NTEKy, ) +» NTEKy, conveyed in the message is equal toa{hqm 0 NTEKq, ) +2 NTEK,

calculated by itself or not. If not, Authenticatdiscards the fake message and waits for a legal

one. Otherwise, it decrypts the message to acthurelaintex; where

(G —2 NTEK;,) OTEK . if ¢ = NTEK;,;
(G +2 NTEK|, +,) OTEK,,,if G <NTE

in which o<i<n-1 ju= (@ +m)m

0<m <319, 0<my<318-
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Chapter 4 Security Analysis

In this chapter, we analyze the security of the &eghange process, i.e., steps 1~4, and the
two-dimensional stream cipher technique, and deschiow the WiSDC effectively defends
three common attacks, including eavesdropping latteeplay attack and forgery attack. The

security levels of the WiSDC with those of SSL dRdec are also compared.

4.1 Security of the key exchange process
Let X andY be two keys, each of which msbits in length. The probability of recovering

the value of X, Y) from illegally interceptedX® Y on one trial-is p:i [23]. But what is the
2n

recovering probability oK +, Y2

Example 2: Lei,YandZ be‘three keys, each of which-is'4-bit.in.lengtig &t z = x +,v. All

possible values oY, Y) that mee#Z = 0101 are listed in Table 2.

Table 2. All possible values of (X, Y) that meet X +, Y = 0101

Without carry With carry
X Y X Y
0000 0101 1111 0110
0001 0100 1110 0111
0010 0011 1101 1000
0011 0010 1100 1001
0100 0001 1011 1010
0101 0000 1010 1011
1001 1100
1000 1101
0111 1110
0110 1111
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Lemma 1:
Assume that both the two ke¥}sandY arem-bit in length. The probability of recovering the

value of , Y) from illegally interceptedx +,y on one trial is pzi.
2m

Proof:

When z=x+,v is performed, the binary addition of the highei$$ has two cases, with and
without carry.

Case 1: If the case without carry occuyss x +,y.can be reduced t@ =x +v, and the possible
values of X, Y) are (0,2, (4, Z-1), (2, Z-2), ..., -1, 1).and Z, 0), i.e., a total ofZ+1
possibilities.

Case 2: If the case with. carry occurs, since wengrthis ‘carry of the most significant-bit
addition, z = x +,¥ can be expressed as=X +Y=2", and due tox+y=z+2™, the possible
values of K, Y) are @"-1z+1), (@"-22Z+2), 2"-3Z2+3), -, (Z+22"-2), and
(z+12"-1),.1.e., a total of2" -z -1 possibilities after ignoring, the carry. Hence, &achZz,
there is a total of4+1)+(27=Z-1) = 2" possible values ofX( Y) that meetz =x +,y. The

probabilityp of recovering the.original-value-ak{Y)-on one trial'is.then,, - 1.

om
Also, hackers' cannot retrieve the internal keysnfrthe delivered messages. The only

method for them to crack the“WiSDC. is to ‘acquire ftandom parametegs from the

communication key; conveyed in.message 1.-What is'the recoveringgmioty of ¢4 from a

knowna;?

Lemma 2:
Assume that both random parametrand communication keg; are m-bit in length. The

probabilityp of recovering the value @ from knowna is also p = 1,
2m

Proof:
According to previous description,

a ={[k Okg] +2¢1] O (kg +2 ko)} +2 (ko O kg)
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= [ +201) Okp]+2 ks

whereq =k Ok, ko =k +,k, aNd k3 =k O kg (3)
If &, is known to hackers and Eq.(3) is employed to veca/, then i k;,andky must be

obtained beforehand. Howevek; k,,andk; are determined by the connection keys in the DCC,

I.e., ky,kp,kgandk Which are unknown to hackers. Also, differegs are generated by invoking

different ¢4s. Hence, the collection of a large numbeapis useless in cracking the connection
keys and recoverings. Then, due to invoking three operations (i.e., ta®and one®) shown

in Eq.(3), the probability of recovering ¢, ki, ky,andky fromagby using Eq.(3) is[lj3 which
2m

is much smaller thanl , the probability of blind guessing the valuegafon one trial wherm,
2m

is known, showing that, no matter whether Eq.(3emsployed or. not, the probability of

recovering the value ats from a knownay is- -1

-
The internal keyshy,cy. by ~bs Which are derived fromys and' connection keys are

unknown to hackers. Similarly; the “probabiljyyof recovering-the values qf, from known

a is p=_L foreach j, 2<j<4.
i p
2m

An authentication codeHMAC() used to authenticate'a received message hasotiner

characteristics, including nonrepudiation and-aategrity.

Lemma 3:

In message 1HMAC((h, Oby)+,bs) IS @n authentication code with three other segtuinctions,
including authentication, nonrepudiation and initggr

Proof:

(Proof of authentication)

To correctly generate the key, 0b,) +, b;, the following two steps are required:

(1) Deriving ¢4 from a; and the connection keys, i.&,,k,k,,andks .
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(2) Deriving internal keysh,cy, b ~b; from ¢4 calculated above and the connection keys,

implying that only the hackers who have acquirezldbnnection keys in the DCC can correctly

generate the keyn 0hb,)+,b;. Hence, only the legitimate user who has the cctime keys in
the DCC can generate COITECHMAC((b, Oby)+,b3) » 1€, HMAC(( Oby)+obg), =
HMAC((b, 0 b,) +,b,), Where the subscripts ¢ and r stand for calculadimhreceived, respectively.
Those illegitimate hackers who have no connecteyslcannot achieve this.

(Proof of nonrepudiation)

From the analysis above, only the legitimate user @cquire the connection keys from AAA
server and makedMAC((ly Ob,) +,b3)c =~HMAC((b, 0 by)*2b3), IMPlYing that message 1 is sent
by the legitimate user who'has been authenticateddbAAA server.

(Proof of the integrity)

HMAC((b, O by) +, hg) IS the authentication code generated by invokirgsh function performed
on the plaintext,OP-codgThoncdUseriDlaslazlaslas], with the| key, I Db,)+2bs. If either the
plaintext or the Kkey _has' been illegally tamperedthwithen HmAC((b Ob,)+,b,), #
HMAC((b, O by) +, bg); SiNce ‘the..value ofumac(®, 0b,)+; by cannot, be correctly calculated by
hackers who have no connection, keys. Hence&iMC(b; Oby) +,b3). =HMAC((by O by) +, bg), »

meaning message 1 has not illegally tampered withtlae integrity has been maintained.

BesidesiMAC((b, O by) +, bs) » Tnonce@lSO provides-a security function.

Lemma 4:

In message 1, botfinonce and HMAC((b, Oby) +,b;) Provide the security functions which can
effectively defend the replay attacks.

Proof:

If hackers illegally duplicate message 1, and rdsgnthenTonce CONtained in this message is
not current time so th&@teceived- Thonce= AT Where AT is a predefined short time period. The

message will be discarded by the Authenticatohaékers modifyThonce to current time, the
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value of calculated HmAC((h, Oby)+,b;) Will change, and also without connection keys
k,k ~k,, hackers cannot calculate the correct value @fac(bOb,)+,by) - Hence,

HMAC((b, O by) +, b3), Will not be equal toHmAc((b, Ob,)+,b,),, indicating that the security
function which bothThonce and HMAC((b Ob,) +,b;) Provide can effectively defend the replay

attacks.

In the WiISDC, plaintext is encrypted by using twifedlent PRNSs, i.e TEKs andNTEKs
with periods of 320 and 319 units, respectivelyeveha unit is a key length which may be 512,
768, 1024 bits or other lengths. The lengthT&lK;; or NTEKgzuis one unit. But by invoking
random indexmy and mp (see Eq.(2)),~and different-periods DEKs. andNTEKs, they can
produce 102,080 (= 320*319) different PRNSs, edalwhach is also 102,080 units in length in

each repeated cycle of the generated stream foy@irg plaintext and decrypting ciphertext.

Lemma 5:

In the WiSDC, a given plaintext can be encryptedisyng one of the-102,080 PRNSs, and each
of the PRNSs has a period-of'102,080 units.

Proof:

If Plaintext= py py Py -+ Py aNd the.corresponding

Ciphertext=c, ¢, ¢, --- ¢, ,, then based.on Eqgs. (1)and (2), the initial valli€EK;; andNTEK, are
decided bym, andm, respectively. Different initial values dfEK;; andNTEK; will result in
different PRNSs, thus generating different ciphdgeThere are 320 and 319 possible values of
my and mp, respectively.By the Rule of Product320x319=102080 possible PRNSs can be
generated, and the periodsjefandj, of a PRNG are 320 and 319, respectively. Henae, th

period of the resulting PRNS i820x319=102080 units.
After lemma 5, lemma 6 describes how to encryphpdat into ciphertext.

Lemma6:
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Let Q@ = q9q10,...q5-; D€ the plaintext which is a string nfcharacters, and each character,

e.g., gj,0<i<n-1,is mbits in length. Let PRNS1 and PRNS2 be two pseamoom number
sequences, in which PRNSIgfry.. ... PRNS2 =5951Sp...5pSn4..., @nd bothr;and s;
are mbit binary numbers j>o . Let ¢ = cygco..ch—1 be the ciphertext where

cj =(a; 01 +25;, o<js<n-1 . Then, the probability p of recovering

(%2 - -1, -fof1r2.- -1, SoS15-- Sh—1) from illegally intercepted cipherteggc;c,...c,—1 0n one trial
. (1 n

= o=

Proof:

The ciphertextc; is-generated by“using the“formulg =(q; D) +,sj, 0<j<n-1. Due to

invoking two operators to calculate, ,.the probability P of acquiring the right values of

(j.rj,s;) from'the illegally interceptegj: on one trial is L (=1, 1). Since each triple
4m 2m 2m

(@j.1.5)) is independent” from others, implying th@f = p, =...= p,_;, the probabilityp of
acquiring the right values ofagoyty-+.0n -1, fofils--fn-1, 05152+ Sh-1) from the illegally intercepted

. . 3 n
ciphertextoCCy.. Cr—g0n onetrial isy = oy prs :(1j .
gm

4.2 Cryptanalysis of Attacks

The WiSDC can defend eavesdropping, forgery anldyegitacks.

4.2.1 Eavesdropping attack

Eavesdropping is one type of attack which due te wireless nature is not easily
discovered. Hackers may maliciously intercept thessages sent by users, and analyze the
messages to acquire useful information.

In the WiSDC, hackers can only acquire communicaieys a, ~a, from the illegally

intercepted message 1. Howevay, is generated by using random paramegerand the
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connection keys in the DCG,,a,,anda, are derived from random parameteysy,,andy,
and internal keysqy,c, b ~h. However, these internal keys are also generajedoking
random parametegs and the connection keys. Hence, the only metho@dcguire useful
information from the transmitted message is redogers from a;. By Lemma 2, the

probability p of recovering the value afs from knowna; is p:zim, showing thaty is well

protected so that hackers cannot easily crack tmenwnication keys, solve the transmitted

messages and acquire the plaintext. That meanddimext is secure.

4.2.2 Forgery attack

Hackers often masquerade-themselves as legitinsats or an Authenticator to acquire the
authentication information.”Namely,.if a system slowt._provide.a mutual authentication, a
hacker may be considered as a legitimate useA@kigenticator), and then the messages sent to
the Authenticator (the users) will be treated gsl@nes.

Lemma 3 shows that the key exchange mechanism eofWISDC preserves mutual
authentication, implying that only the one who Itzs DCC can correctly generate the dynamic
authentication key(b 0b,) #,b,. The forged-messages generated by hackers, wmntdoave
the DCC, cannot'pass the authentication and wiltisearded by the user or Authenticator.

Hence, the WiSDC can defend a‘forgery attack affelgt

4.2.3 Replay attack

When intercepting an authentication message, hsckél tamper with it and send it to
users or Authenticator to gain trust. Hackers miap @end duplicate messages two or more
times to users or Authenticator, making the reageoenfused about which messages are the
legal ones.

Lemma 4 shows that the duplicated message 1 sedutioenticator cannot pass the
authentication test. Furthermore, sending the dafgd message 2 to user is also useless since

the time point of sending the duplicated messaggel&er than the time point when the original
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one was delivered. When the user receives messdgamn2the legitimate Authenticator and
message 2 passes the authentication test, theahstate of the user will be set to the next state
But the state carried in tH@P-codeof the duplicated message 2 remains in its origitete,
which cannot meet the state of the receiver. Therotuplicated messages have the similar

phenomenon. Hence, the WiSDC can effectively defeadeplay attack.

4.3 The security level comparison

The compared protocols include the SSL, IPsec ai8D@W.

4.3.1 Eavesdropping Attack
In the WISDC, from the time.point when messagegeist to-the moment when the ciphertext
message, i.e., message. 3, is.delivered, all tratexinnessages.as shown and discussed above
are all well protected, implying that the WiSDC cfectively defend the eavesdropping attack.
However, in the SSL, the messages delivered istéjss 1 and 2 (see Appendix A of this paper)
are transmitted through the air without any pratectindicating that-the eavesdropping attack
on the SSL is somewhat effective.

In the IPsec, the ‘messages sent in-the-first_feepssof-the IKE main mode are also
transmitted through the airwithout any protectisee Appendix B of this paper), indicating that

the eavesdropping attack on IPsec.is also somesfieative.

4.3.2 Forgery Attack
In the SSL, the forgery server attack is effectaved is described in the following

processes.

Process 1: Hackers first collect the certificate of a serefrom the air in step 2 (see Appendix
A), and acquire S’s public key from S’s X.509 dectites. Then the hackers now own S’s

certificates and the corresponding public key.

Process 2: Some time later, when the client tries to issuwwa key exchange process, and the
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hackers receive the information sent to S by thentin step 1 of the new exchange process, the

hackers reply to the client with S’s certificateahbed in process 1, and arbitrary RNs.

Process 3: Hackers receive the encrypted pre-master key ladiphertext encrypted by using
the master key sent to S. Now, the forgery seritack has been partially performed, i.e., opce
andq of the employed RSA are known to the hackers, 8ilbe successfully cracked.

In the IPsec, the forgery attack is effective aadadibed in the following processes.

Process 1: Hackers collect the source IP.of the responden filoe air in step 2 (see Appendix

B).

Process 2: Some time later,.when the initiator issues a niétt/ process by sending message 1
to the responder. On receiving the message, theehaceply with-message 2, which carries the

source IP obtained in ‘process 1, to.the initiator.

Process 3: While hackers.receive message 3 sent by thetaitin step 3 of the new IKE

process, they reply with message 4, which contatigsnd N, generated by the hackers, to the
initiator. The common secret, key (CSK-for shortnmy owned by both the hackers and the
initiator, implying that a forgery server attackshiaeen partially performed, i.e., once the IP’s

corresponding pre-shared key'is known to the hackesec will be cracked.

4.3.3 Replay Attack

When the WIiSDC is evaluated, a replay attack cammonly during the delivery of the
first control message, i.e., message 1. This attlaes not work in step 2 and the consequent
steps since the duplicated message is now ouataf ahd date.
The messages delivered in the first steps of SS8LIRsec are not well protected to defend the
replay attack since all messages transmitted iin fin&t steps are not encrypted. A replay attack

can be effectively issued on both of them.

4.4 Summary
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This section summarizes and compares the secunigyacteristics of the SSL, IPsec and
WIiSDC. Before the generation of the master seagt the SSL does not provide authentication
between the client and server, and IPsec enforcdg device authentication. No user
authentication between the initiator and respomgl@erformed. The WiSDC provides a mutual

authentication between the user and authenticator.
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Chapter 5 Simulation
The simulation was performed in a client-serverimment. The program is developed by

using Java. The hardware specifications of theltedtare listed in Table 4.

Table 4. The specifications of the test-bed uttlize simulate the user device and Authenticator.

Component User Authenticator
Intel E6500 Intel i7-3770
CPU
2.93 GHz 3.40 GHz
RAM 2GB 16GB
Platform Windows 7 Windows 7

5.1 Simulation'M odel

With the proposed.scheme, we simulated the intdgags, communication keys and the
ciphertext transmitted "between the. user and Auitetior “through two different wireless
systems, including the IEEE 802.11b and a_3.5Gesystamed the High Speed Downlink
Packet Access (HSDPA for short)+[24], without enyplg encryption methods. The timings of
key generation for both the 'user-and Authenticatere evaluated to see whether they were
reasonable and acceptable or not. Also, we compiltedndividual cost of steps 1~4, and
studied the times required by RSA and Diffie-HellnRRKDS [25] respectively invoked by SSL
and IPsec. Last, we calculated the required datestnission times when messages of different

key sizes were delivered through the two employedlass systems.

5.2 Simulation Analysis

5.2.1 Timingsrequired for encryption

27



In the authentication phase, we chose 512, 7681884 bits as the key lengths to evaluate
the times consumed to generate the internal keys @, by, by, b, bs, bs, and g, on both the
user and Authenticator ends, communication kegs, &, &, &, and a, on the user end, and
communication keys, i.e.;1,cc, G and @, on Authenticator end. Table 5 lists the simulatio
results, in which the time required to generateriml keys were small, ranging between 665
on Authenticator end and 41.68 on user end when key length was 1024 bits, sinbetwo
encryption operatorsb and + were used. No complicated functions, such as esuioad
functions [26] or factorial functions [27], were played.

In this study, a feedback controel process-was-gepldo generattNTEKs and a hidden
parameterd, to increase the security level"DfFEKs. Due-.to the generation df, the times
consumed to produddTEKs as shown in Table 6 were longer than those reduo generate

TEKS.
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Table 5. The timings required to generate the maiekeys and communication keys on both the

user and Authenticator ends in the authenticatieasp

Key generation timesu6)
User end Authenticator end
Size
512 768 1024 512 768 1024
Key
bo 20.62 31.06 41.68 5.11 8.18 11.98
Co 19.10 29.20 38:62 4.38 6.85 10.67
by 13.92 21.29 28.95 3:60 5.43 7.38
b, 17.44 26.58 35.25 3.99 6.28 9.73
bs 13.82 21.58 28.87 3.62 5.79 7.96
by 12.48 19.21 28.49 3.19 4.66 6.52
bs 12.78 19.04 25.56 2.87 4.35 6.05
a1 18:95 28.26 38.69
a 14.23 21.46 28.88
as 14.04 21.29 28.86
14.09 21.42 29.00
C1 3.03 4.66 6.47
C2 291 4.28 6.24
C3 3.19 4.72 6.32
Cy 3.19 4.73 6.48
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Table 6. The timings required to calculate the TBKd NTEKs on both the user and

Authenticator ends in the authentication phase

Key generation times (ms)

User end Authenticator end

Size
512 768 1024 512 768 1024
Keys

TEK1-320 1.93 2.92 3.90 0.13 0.19 0.24

NTEK4-319 4.92 7.67 10.34 0.30 0.44 0.60

In the data transmission phase, a set of credit icdormation:as the plaintext of 512, 768,
or 1024 bits long was" encrypted WIthEK;; and NTEK; by ‘the user and decrypted by
Authenticator. The timings required are-listed-@mble 7, iniwhich the time spent encrypting
plaintext of 1M bits in length was only 12.59 (=000* 12.59us).ms on the user end, and that
consumed to decrypt the ciphertext was 3.5 (= 108%us) ms on the Authenticator end,
showing that in the WiSDC system, the two-dimenai@tream cipher technique can efficiently

encrypt/decrypt plaintext/ciphertext.
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Table 7. The timings required to encrypt messageabduser and decrypt messages by

Authenticator by using the two-dimensional stre@oher technique in the data transmission

phase

Plaintext size

Encryption time

Decryption time

(User end) (Authenticator end)
512 bits 6.124s 1.5us
768 bits 9.24us 2.6ps
L0ggpits 12.5941s 35ys

Table 8. Time consumed by each of the four WiSDEpst

Times consumed (ms)
Size Remark
512 768 1024
Step

1 0.319 0.481 0.658 User end
2 0.054 0.086 0.129 Authenticator end
3 0.44 0.643 0.89 Authenticator end
4 6.938 10.733 14.473 User end
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Table 9. The times required to perform the RSA ygptoon/decryption and generate the

Diffie-Hellman PKDS public key and common secrey ke

Key generation times (ms)

User end Authenticator end
Size
512 768 1024 512 768 1024
Functions
RSA 2.51 7.80 17.38 0.59 1.67 3.75
Diffie-Hellman
0.76 2.33 4.99 0.17 0.47 1.00

PKDS

DH : Common secrét
2.56 7.93 17.69 0.55 1.65 3.53
key

Furthermore, the times-for generating the randomarpaters-and the keys, and retrieving

keys of 521, 768 and 1024 bits long on each ofabeWiSDC. steps are listed in Table 8.

To effectively compare the efficiencies of the S8sec and:WiSDC, the timings required
to perform the RSA encryption/decryption and geteethe Diffie-Hellman PKDS public key

and common secret key were studied. The resultsséed in Table 9.

SSL employs an RSA encryption function on user @mdl an RSA decryption function on
Authenticator end. The RSA encryption function ay kength=1024 bits consumed 17.38 ms
(see Table 9) which is larger than 15.131 (=0.6%8413) ms (see Table 8), the sum of the times
consumed by steps 1 and 4 of the WiSDC. The timaired to generate the RSA decryption
key on the Authenticator end is 3.75 ms (see T@plavhich is larger than the sum of the times
consumed by steps 2 and 3 of the WISDC, i.e., 1(609129+0.89, see Table 8) ms, showing
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that the WiSDC is more efficient than SSL.

IPsec invokes both the Diffie-Hellman PKDS publeykfunction and the common secret
key function for both the user and AuthenticatodsrHowever, the sum of the time consumed
to generate a public key and a common secret kephemser end is 22.68 (=4.99+17.69, see
Table 9) ms, which is larger than the time (15.881§58+14.473) ms) consumed by the
WIiSDC. The time required to generate a public keyw] @ common secret key on the
Authenticator end is 4.53 (=1.0+3.53) ms, whickarge than the time consumed by the WiSDC,

i.e., 1.019 (=0.129+0.89) ms; indicating that thiSIAC is also-more efficient than IPsec.

5.2.2 Transmission rate analysis

In the following simulation, 802.11b (Bandwidth %.Mbps) was used to send message 1,
and HSDPA (Bandwidth = 3.6 Mbps) was deployed tlivde message 2. Different lengths of
message 1 and message 2 were tested. As mentiomeel message 1 is composedsét _code
Thonce UserlID, a;~a, andHMAC(), and the components of message 2 inclO&e code ¢~y
and HMAC(). The lengths ofOP ‘code T.once @and UserlD were=8, 48 ‘and 20 bits long,
respectively. Different lengths of the communicatieysa;~as-and¢;~C,, Including 512 bits,
768 bits and 1024 bits, were tested, individudllye, sizes of the components of message 1 and
message 2 are listed in Table 10..The times redjuodransmit message 1 and message 2 are

shown in Table 11.
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Table 10. The sizes of message 1 and message 2

Packet sizes Messagel Message?2
Key lengths (bits) (bits)
OP_code 8
Tnonce 48
UserlD 20 20
512 bits 2560 2560
ag~ay/ C1~Cy4/
768 bits 3840 3840
HMAC()
1024 bits 5120 5120

Table 11. The times required-to transmit messagedlmessage.2 on different lengths of keys

Media
802.11b HSDPA
(21Mbps) (3.6Mbps)
Key Length
0.24 ms 0.76 ms
512 bits
(=(76+2560)/11 M) (=(20+2560)/3.6 M)
0.36 ms 1.1 ms
768 bits
(=(76+3840)/11.M) (=(20+3840)/ 3.6 M)
0.47 ms 1.4 ms
1024 bits
(=(76+5120)/11 M) (=(20+5120)/ 3.6 M)

Now, we can conclude that the WiSDC has many adgast First, the system can adapt to
different types of security systems that need tovelecommunication keys, such ag-a, and
c1~C4 in their key exchange processes. Second, it spesdstime to generate keys compared
with the times consumed by the SSL and IPsec. Thingé WiSDC is employing the

two-dimensional stream cipher technique is mordciefit in encrypting/decrypting the
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plaintext/ciphertext than the SSL and IPsec whiaspectively utilize the RSA and

Diffie-Hellman PKDS as their key exchange techngjueastly, the WiSDC spends less time to
transmitting messages through the wireless enviemms) including the IEEE 802.11b and the
invoked 3.5G system. In summary, our mechanismagensuitable for key exchange and the

delivery of messages than SSL and IPsec at ledisese two employed wireless environments.
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Chapter 6 Conclusions and Futurework

In this study, the WiSDC employs the DCC to preabbsh a virtual connection between
the user and AAA home server before communicatitants Further, three other secure
mechanisms are developed to protect messagesreelitteough the air. The first mechanism is
producing internal keys from random numbers andneotion keys, and then generating
communication keys from the internal keys. Commatan keys, instead of the DCC, are
transmitted through the air. The second is redukagexchange steps to lower the probability
of important information being.captured. Moreovaternal keys and communication keys are
produced by using two.elementary-operators, leand+,, t0 €nhance the key generation
efficiency compared.with the key generation-efinaes when.the SSL and IPsec are tested. The
third is employing a two-dimensional stream ciptemhnique to encrypt/decrypt the transmitted
messages.

The theoretical analysis shows that the WiSDC haddllowing advantages, including (1)
preserves the' Secrecy, Authenticity, Integrity aNdnrepudiation characteristics for the
transmitted messages; (2) effectively defends-sé\asove mentioned attacks; (3) has higher
security level and execution efficiency than thotthe SSLand IPsec.

So, if an Internet Service Provider adopts the WISBs its security mechanism, the
customers’ communication can be mere. securely-gtede and packets can be more efficiently
transmitted. Also, our techniques can-be.integratét the standard of 802.1x and HSDPA
individually so as to strengthen their key exchatigee and reduce the key exchange steps
before data messages are transmitted through tieéess environment.

In the future, we would like to apply the WiSDCaaloud network [28,29] to enhance the
security of the channels between clients/local essnand remote servers, and derive the
reliability model [30,31] and behavior model [32)rfthe WiSDC so that users can determine
their system reliabilities and behaviors, respatyivbefore using them. These constitute our

future research.
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Appendix A

The six key exchange steps of the SSL arellasvia
Sep 1. The client sends information, such as SSL versiamber, the list of encryption
algorithms and a random number, called RNc, tcs#reer.
Sep 2. The server sends the chosen information, inctuthe highest SSL version supported by
both ends, the certificate of the server, the dedit encryption algorithm, and a random number,
called RNs, to the client.
Sep 3. The client authenticates. the server with the exes\X.509 certificate. If authenticated,
the client acquires the.server’s public key, getesrahe pre-master secret key encrypted with
the server’s public key, and.then sends.the cipketo the server.
Sep 4. The server decrypts the ciphertext by using liigape key and acquires the pre-master
secret key generated by.the client: The masteesg&ey. is calculated by using RNc, RNs and
pre-master secret key on both the client and saides.
Sep 5. The client sendstwo messages including negoiiatuccessful and handshake finished
to the server.
Sep 6. The server also.sends two messages,.includingtiaggn. successful and handshake
finished, to the client.

From now on, the client and the.server have firdsttee handshake process and then
established a secure connection to transfer théidemtial data to each other through the

Internet by using the master secret key.

41



Appendix B

The six steps of IKE main mode with pre-shared &eydescribed as follows.

Sep 1. The initiator generates a cookie, defines marins pd the proposal, transforms payloads,
and sends messagel to the responder.

Sep 2. The responder generates a cookie, chooses tiheatiztipair of the proposal, transforms
the payload sent by the initiator, and sends mes2dg the initiator.

Sep 3. The initiator generates a public k&y by using the Diffie-Hellman algorithm and a
nonceN;, and sends message 3.to.the responder.

Sep 4. The responder generates the public Xepy using the Diffie-Hellman algorithm and a
nonceN;, and sends.message 4 to the initiator.

Now, the two peers have the same six parameterkiding pre-shared key, cookies of
initiator, cookies of responddy;, N, and the common secure key (CSK for short) caledlay
usingX, and Xy with the Diffie-Hellman algorithm.

Sep 5. The initiator .generates three session keys na®k&YID d, SKEYID a and
SKEYID_e, encrypts its identity and-the-hash-vdlee authentication) by using the SKEYID _e,
and sends message 5 to.the responder.

Sep 6. The responder. generates three session keys SKEYBKEYID_ a and SKEYID_e by
itself, decrypts message 5.to acquire-the_initistatentity and the hash value by using the
SKEYID_e, checks to see whether the hash valugedamn message 5 is equal to the one
calculated by itself or not. If yes, the initiatisrauthenticated. The responder further encrypts
the identity by using the SKEYID_e, and sends ngs$£ato the initiator.

The initiator decrypts message 6 to acquirerdéisponder’s identity and the hash value by
using the SKEYID_e, and checks to see whether #ish lvalue received from the responder is
equal to the one calculated by itself or not. I6,ythe mutual authentication is successfully

performed. The process of IKE main mode ends.
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