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ABSTRACT

Stock market is considered too uncertain to be predictable. Many individuals have
developed methodologies or models to maximize the probability of making a profit in their stock
investment. The overall hit rates of these methodologies and models are generally too low to
be practical for real-world application. One of the major reasons is the huge fluctuation of the
market. Therefore, the current research focus in the stock forecasting area is to improve the
accuracy of stock trading forecast. This paper introduces a scheme that addresses the particular
need. The system integrates various data mining techniques and supports the decision making
for stock trades. The proposed system embeds the top-down trading theory, artificial neural
network theory, technical analysis, dynamic time series theory, and Bayesian probability theory
as its bases. To experimentally examine the trading return of the presented algorithm, two
examples are studied. The first uses the Taiwan Semiconductor Manufacturing Company
(TSMC) dataset that covers an investment horizon of 240 trading days from Feb. 16", 2011 to
January 23", 2013. 84 transactions were made using the proposed approach and the investment
return of the portfolio was 54% with an 80.4% hit rate during a 12-month period in which the
TSMC stock price increased by 25% (from $NT 78.5 to $NT 101.5). The second example
examines the stock data of Evergreen Marine Corporation, an international marine shipping
company. 64 transactions were made following the same algorithm and the investment return
of the portfolio was 128% in 12 months. Given the remarkable investment returns in trading
the example TSMC and Evergreen stocks, the proposed system demonstrates promising
potentials as a viable tool for stock market forecasting.

Keywords : Forecasting, Decision-making, Top-down trading, Artificial neural network,
Dynamic time series, Bayesian probability


http://www.evergreen-marine.com/

1986 # A XA L2 "R F R E A E - 23T 27§ B Microsoft Excel & A 3&
4o Sk AR - £ TR 4 (Spreadsheet) - £ - T #F T L ARG
Excel T 50 VBA > & * *t Digital VAX 11/750 s ko b F > 2 mCo advisor ZI A L E
RAPIE 29 E 1o Nm e R BT #ﬁﬁf’iix BIERPLE D B 2 BT A T
TR IERDA L B B2 ) 0 B 1% £ TR (Big data) 2 AT frdE S o i h et L
H_Excel » 425V % & €_VBA.

1995 # 6 % Z FH#B Nt i B2 § -~ Fix#d “Alwaysin My Heart”> 8 ¢ p % 3% 7]
Some say that it is impossible for us to break out of the diplomatic isolation we face > but we
will do our utmost to "demand the impossible.” 2010 # 2 & > %3] # K Florida State
University 255 » & & » A2t L5 FFEp e T e £33 a4 PREF F AR
Demand the impossible?

B#HR GO RREA R A I EX I Rem P2 g 4 o AR s TARFER 2
MR F XM G I FIEE A

HHA I TR TR B E B e AR L e WL R R
Wt L i S LI R A R o fed LA NEE Y L 0 RRA

1 0%,

CHEBE2PrER 3 EBARS A EBE A2 {fg FANFE S N AT kRN
m¢?F“*—%%4f#?ﬂ’—# R

kg TABAFI LI A EY TS & 2014 E 12



i SO PP PR PSP 1
ABSTRACT L.t bbbt bbbt bbbt Rttt bbbt e 2
R LRSS RRURRRRN 3
RSSO PR PRSP 4
e I ST SPRSURSRSPR 5
BB B AT ittt bbb bR bR e Rttt bbb e ne e 6

L INEOAUCTION . .. e e e e e e 1

2. Literature review and related WOrK...........coouiiiiiii e 11

2.1 Application of neural network in stock markets................ccooiiiiiiiiiii 11

2.2 Application of technical analysis in stock markets..............cccooiviiiiiiiiiiinn., 15

2.3 Application of time series in stock markets................coooiiiiiiiii 17

2.4 Application of Bayesian network and data mining in stock markets..................... 19

3. The proposed methodology —Integrated Data Mining Techniques ............................. 23

3.1 Top down trading approach..............ccooiiiiiiiiiii e 24

3.2 Hybrid intelligent stock forecasting method...................ociiiiiii, 29

3.3 Technical analysSiS..........oouiirii i 29

3.4 Bayesian Probability (BP)........ccoiiiiiiiii 48

3.5 Dynamic Time Series TheOIY.......oouiri e 50

3.6. Artificial neural networks training...........c..oiiiriiiii e 53

4. Experimentation setup and test reSUltS..........cooveriniiiiiiii e 57

4.1 Experimentation simulation and system verification.......................ocoeien L. 57

4.2 0N YEAr PEIIOU. .. ettt e e 61

4.3 First period: 12/24/2012— 01/23/2013.......niniriii e e 63

4.4 Second Period 10/30/2012— 01/23/2013......onmininiiriii e 64

4.5 Third period 08/06/2012—01/23/2013.......c.oirieiiiiie e 66

4.6 Summary of TSMC stock performance.............cooviviiiiiiiiie e 67

4.7 Application to the Evergreen StoCK...........cooovviriiiiii 68

5. CONCIUSIONS. ..ttt e e e e e e 70

RO I ENICS . . et e 71

F N o] 010 [o [ G SRR 78



% P&

Table 2.1 Summary of modeling teChNIQUES...........ccoiiiiiiiie e 22
Table 3.1 Summary of technical INAICALOrS...........ccceiieiiec e 47
Table 3.2 Results of prior probability and posterior probability calculated by BP.................. 49
Table 4.1 The design model of trading forecasting simulation .................................. 57

Table 4.2 The performance comparison of investment in TSMC.........ccccoccviviviiieiicieciieenn, 68
Table 4.3 The performance comparison of investment in EVEIgreen ..........ccccoevvveveeienennnn, 69



WP &

Figure 3.1 Block diagram showing the operation procedure of the system............cccccceeeiene 24

Figure 3.2 Taiwan Stock Index formed a pivot point in 2008.11.21..........ccccccvevveveiierirernenne 25

Figure 3.3 Semiconductor group gave a clear signal that the trend was upward in November of
2008, b bR Rt R e E e E e b e Rt Rt Rt R e e e e b e bbb e nre s b s 26

Figure 3.4 MediaTek stock formed a pivot point in 2008.12.12.............ccooviviiiininnnn.. 27

Figure 3.5 TSMC stock formed a pivot point in 2008.11.21. .........ccccvcveveiiieieeie e e e 28

Figure 3.6 stochastic KD index application in TSMC............cooiiiiiiiiiiiiiiciieeeee, 32
Figure 3.7 Williams %R index application in TSMC..............cooiiiiiiiiiiiiiiiiiiee, 33
Figure 3.8 RSI %R index application in TSMC..........ccoiiiiiiiiiiii e 36
Figure 3.9 Psychological line index application in TSMC...........cocoiiiiiiiiiiiiiiien, 38
Figure 3.10 Bias index application in TSMC..........c.oiiiiiiiii i e 39
Figure 3.11 ADX index application in TSMC...........cciiiiiiiiiiiiiiiii e e 42
Figure 3.12 Moving average index application in TSMC...............cooiiiiiiiiiiiiiii, 44
Figure 3.13 MACD index application in TSMC..........ccovviiiiiiiiiii e 46
Figure 3.14 the closed loop structure of adaptive exponential smoothing methods................ 51
Figure 3.15 performance comparisons between the adaptive alpha and the other alpha values..53
Figure 3.16 the learning layer of ANN StrUCtUre. ... ......oiiii e 56
Figure 3.17 MSE decreases after a period of training in TSMC...............ooiiiiiiiii i 56
Figure 3.18 TSMC training confusion matrix has been trained to distinguish between “Buy”,
“Sell” and “HoLd™. .. .o 57
Figure 4.1 simulation of stock price flat and the return of investment is 92.7%..........c.cc.c...... 58
Figure 4.2 simulation of stock price up and the return of investment is 67.7%...........cc.ccccueuue. 59
Figure 4.3 simulation of stock price down and the return of investment is 23.7%................... 60
Figure 4.4 the moving hit rate in the period of 240 trading days................coovviiiieninnnn... 62
Figure 4.5 the returns of investment and the variation of stock price in a year.................. 62
Figure 4.6 the moving hit rate in the first period of 20 trading days in TSMC................... 63
Figure 4.7 the returns of investment and the variation of stock price in the first period....... 64
Figure 4.8 the moving hit rate in the second period of 60 trading days........................... 65
Figure 4.9 the returns of investment and the variation of stock price in the 2nd period .........66
Figure 4.10 the moving hit rate in the third period of 120 trading days............................. 66
Figure 4.11 the returns of investment and the variation of stock price in the third period....... 67



1. Introduction

Forecasting stock investment return is an important financial issue that has
been given a lot of attentions (Matias and Reboredo, 2012). In the last decade, a
number of intelligent systems and hybrid models have been proposed for making
trading decisions in an attempt to outperform the main market and be profitable in
stock investment (Atsalakis and Valavanis, 2009b). Many individuals have
developed methodologies or models to maximize the probability of making a profit
in their stock investment. Atsalakis (2011) adopted the Elliot wave theory and a
neuro-fuzzy approach. They presented the WASP (Wave Analysis Stock
Prediction) system, which was based on the neuron-fuzzy architecture that utilized
the Elliott Wave Theory. The system showed a tendency to achieve hit rates in
the 60% mark which was significantly better than forecasting with the help of a
coin. Unfortunately, the overall hit rates of these methodologies and models are
generally below 70(Atsalakis et al., 2011). It is difficult for an investor to make
profit using these methodologies or models in real-world stock trading. The
nature of stock market prediction requires the combining of several computing
techniques synergistically rather than exclusively. It is essential to clarify as
predicting the ‘stock market trend.”  In reality, it is impossible to predict the
future absolute value of the stocks on a daily basis. However, based on the
assumption that is largely supported by real case studies that with appropriate
training over any (uptrend, down-trend and flat) horizon one could have enough
indicators to forecast the trend with significant accuracy. Future trends may be
predicted to some extend based on some key indicators and past behavior.

Forecasting requires the knowledge of the dominant market variables that
‘explain” stock market behavior which is both dynamic and volatile. Due to
system uncertainties and other unknown (random) factors, every stock market
model is approximate. Thus, once model uncertainty is acknowledged, soft
computing techniques emerge as the best candidates chosen over standard
benchmark linear models to deal with such problems (Atsalakis et al., 2011). One of
the best ways to model the market value is the use of expert systems with artificial
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neural networks (ANN), which is void of standard formulas and can easily adapt the
changes of the market. In literature, many artificial neural network models are
evaluated against statistical models for forecasting the market value. It is observed
that in most of the cases ANN models give better results than other methods
(Guresen et al., 2011). The proposed system in this research is a hybrid intelligent
forecast system combined with ANN. It may predict with significant accuracy
stock price trends using historical stock market prices from the Taiwan Stock
Exchange (TSE) and gives very encouraging results. The trend of the Taiwan
Semiconductor Manufacturing Company (TSMC) stock and the Evergreen Marine
Corporation stock were predicted with an 80.4% or higher accuracy. This
percentage of accuracy corresponds to a 4 ratio 1 (80.4/19.6) of making a 54%
profitable stock transaction in a year-long window in which the global recession was
at its height and most trading was non-profitable. All case studies performed on the
returns of the TSE stocks result in 80% or higher accuracy. In the sections that
follow, we propose a system that integrates various data mining techniques to
support the stock trading decision making. The system also incorporates the theory
of top-down trading and tandem trading pioneered by Jesse Livermore (Livermore,
1940). The theory was found useful in stock forecasting. Analysis of top-down
analysis in stock prediction is vital for two important reasons. One is the top-down
analysis of the market direction. The investor must know the overall trend of the
market before making a trade. This applies to the stock market, the industry group
and individual stocks. The method is to probe whether the market, the industrial
group, or the stock is headed up, down or sideways (Leung et al., 2000). Then, the
individual stock is investigated by the system integrated with data mining
techniques including artificial neural network theory, technical analysis, dynamic
time series theory, and Bayesian probability theory.

In this research’ s approach, we start with checking the main market. The
step is to know which way the overall market is headed: up, down, or sideways.
Secondly, we examine the specific industry group to make sure that the group is
moving in the same direction in order to increase the chance of making a profit on
the trade. Thirdly, we review the sister stocks to see if the stock is moving in the
same direction. In the fourth step, all three factors are examined at the same time;
that is, considering the overall market, the industry group and the sister stocks

8
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simultaneously. It can be clearly seen how the system works when all factors are
in unison. Lastly, the system that integrated data mining techniques is employed to
attain the stock up/down prediction (Chavarnakul and Enke, 2009, Zarandi et al.,
2012).

The remaining sections of this paper are organized as follows. Section 2 gives
the background of the related studies. Section 3 introduces the system of data
mining techniques used in this study and Section 4 provides results of the approach
using the daily TSE stock price. The final section gives the conclusion and
recommendations for future research. This paper contributes to the study of
intelligence forecasting. It would also help realize profitable stock transactions if
properly implemented. The key successful factors of this research is to find the
method to obtain the significant inputs for ANN and the gate of MSE is able to be
reached in the desired level 3x10 . It stands for the convergence of learning and the
weight matrix is useful for forecasting in future. Therefore, the proposed approach
that integrated various data mining techniques has achieved remarkable results.

The assumption and the limitation in this study is the selection of stock. The
company performance is correlated to stock price (market give their assessment of
the company's share price), rather than specific speculation or on-purpose
manipulation of stock price. One early Livermore lesson was “trade only the

leaders in any particular industry group.”  “Don’ t play in the junkyard with the
weaker stocks. Don’ t try to fish for the bargain stock, the as yet undiscovered

stock in an industry group. Rather, go with the proven leaders! In the long run, you
will be much better off. This single piece of advice can greatly assist a trader in the
decision-making process. If you cannot make money with the leaders of a stock
group, it is unlikely that you can make money at all in that group” (Livermore,

1940, Smitten, 2005).



2. Literature review and related work

Many financial analysts and stock market investors seem convinced that they
can make profits by employing one technical analysis approach or another to predict
stock market. Some use time series models expressed by financial theories for
forecasting a series of stock price data. ANN is usually chosen as a stock
prediction tool besides other methods. Yet, these approaches cannot be employed
alone because they are not directly applicable to predict the market value which is
always subject to external impact. The nature of the stock market is affected by
system uncertainties and other unknown (random) factors. Prediction requires
combining several computing techniques synergistically rather than exclusively.
Thus it necessarily indicates the hybrid use of technical analysis, time series
forecasting, Bayesian probability and possibly ANN. In the following a review is
given to the recent development of hybrid approach for the prediction of the stock
market.

2.1 Application of neural network in stock markets

This section provides some of the applications of neural network in stock
markets. The main advantage of neural networks is that they can approximate any
nonlinear function to an arbitrary degree of accuracy with a suitable number of
hidden units. Mandziuk and Jaruszewicz (2011) introduced an experimental
evaluation of a neuron-genetic system for the prediction of the short-term stock
index. The buy/sell signals generated by the technical analysis, MACD, Williams,
Move Averages (MA) and Relative Strength Indicator (RSI) are considered for stock
trading. Their results showed that prediction based on the neuron-genetic model
worked well during both uptrend and downtrend.

The appraoch developed by Tan et al. (2008) involves the use of technical
10



analysis and neuro-fuzzy. They proposed a novel RSPOP Intelligent Stock Trading
System, that combines the superior predictive capability of RSPOP FNN and the use
of widely accepted Moving Average and Relative Strength Indicator Trading Rules.
The system is demonstrated empirically using real live stock data to achieve
significantly higher Multiplicative Returns than a conventional technical rule
trading system. It is able to outperform the buy-and-hold strategy and generate
several folds of dollar returns over an investment horizon of four years. The
Percentage of Winning Trades was increased significantly from an average of 70%
to more than 92% using the system as compared to the conventional trading system;
demonstrating the system’ s ability to filter out erroneous trading signal. This
paper presents empirical results on live stock data and demonstrated that the
RSPOP FNN can contribute to more accurate prediction and the creation of a
highly profitable trading system. The ability to filter out losing trades is certainly a
significant contribution to stock investors, because it not only enhances their
portfolio performance but also enable them to capitalize on winning opportunities
otherwise missed when engaged in losing trades.

Atsalakis et al. (2009a) suggest Wave Analysis Stock prediction based on the
neuro-fuzzy. The techniques were used to forecast the trend of the stock prices and
results derived. The Elliott wave principle was connected with the Fibonacci
sequence, the Fibonacci sequence of numbers derived from the addition of the
previous two numbers. Elliott’ s wave theory cannot constantly explain the market

perfectly but the fuzzy estimates of the market behavior accurately to improve the
stock market forecasting. Atsalakis et al. (2011) presents the WASP (Wave Analysis
Stock Prediction) system, a system based on the neurofuzzy architecture, which
utilizes aspects from the Elliott Wave Theory, presented by Ralph Nelson Elliott.
This theory has been found to be extremely useful and accurate, particularly in
problems of forecasting. A neuro-fuzzy logic technique has been used to forecast the
trend of the stock prices and the results derived are very encouraging. The system
showed a tendency to achieve hit rates in the 60% mark which was significantly
better than forecasting with the help of a coin. Elliott believed that there are nine
cycles, of different durations, the bigger of which, is formed by the smaller ones.
From largest to the smallest cycles, there are: (1) Grand Super-Cycle, (2)

Super-Cycle, (3) Cycle, (4) Primary, (5) Intermediate, (6) Minor, (7) Minute, (8)
11



Minute and (9) Sub-minute.

The approach by Abraham et al. (2001) incorporated the principal
component analysis and ANN. This paper deals with the application of hybridized
soft computing techniques for automated stock market forecasting and trend
analysis. This study makes use of a neural network for one day ahead stock
forecasting and a neuro-fuzzy system for analyzing the trend of the predicted stock
values. It analyzed the 24 months stock data for Nasdag-100 main index as well as
six of the companies listed in the Nasdag-100 index. Input data were preprocessed
using principal component analysis and fed to an artificial neural network for stock
forecasting. In this paper, they used Nasdag-100 main index values and six other
companies listed in the Nasdag-100 index. Apart from the Nasdag-100 index; the
other companies considered were Microsoft Corporation, Yahoo! Inc. , Cisco
Systems Inc. , Sun Microsystems Inc. , Oracle Corporation and Intel Corporation.
The development of powerful communication and trading facilities has enlarged
the scope of selection for investors.

Enke and Thawornwong (2005) introduced an information gain technique
used in machine learning for data mining to evaluate the predictive relationships of
numerous financial and economic variables. Neural network models for level
estimation and classification are then examined for their ability to provide an
effective forecast of future values. A cross validation technique is also employed to
improve the generalization ability of several models. The results show that the
trading strategies guided by the classification models generate higher risk-adjusted
profits than the buy-and-hold strategy, as well as those guided by the
level-estimation based forecasts of the neural network and linear regression
models.

Defu et al. (2007) dealt with the application of well-known neural network
technique, multilayer back-propagation neural network, in financial data mining. A

modified neural network forecasting model is presented, and an intelligent mining
12



system is developed. The system can forecast the buying and selling signs
according to the prediction of future trends to stock market, and provide
decision-making for stock investors. The simulation result of seven years to
Shanghai composite index shows that the return achieved by this mining system is
about three times as large as that achieved by the buy-and-hold strategy, so it is
advantageous to apply neural networks to forecast financial time series, so that the
different investors could benefit from it (Defu et al., 2007). Accurate volatility
forecasting is the core task in the risk management in which various portfolios'
pricing, hedging, and option strategies are exercised.

Tae (2007) proposes hybrid models with neural network and time series
models for forecasting the volatility of stock price index in two view points:
deviation and direction. It demonstrates the utility of the hybrid model for
volatility forecasting. This model demonstrates the utility of the neural network
forecasting combined with time series analysis for the financial goods (Tae, 2007).

Vaisla and Bhatt (2010) proved that neural network (NN) outperform
statistical technique in forecasting stock market prices. They have showed it
through a method to forecast the daily stock price using neural network and then
the result of the neural network forecast is compared with the Statistical
forecasting result. They have proved that neural network, when trained with
sufficient data, proper inputs and with proper architecture, can predict the stock
market prices very well. On the other hand, statistical technique though be well
built but their forecasting ability is reduced as the series become complex.
Therefore, NN can be used as a better alternative technique for forecasting the
daily stock market prices.

Lu (2010) proved from the experimental results that the integrated
independent component analysis (ICA)-based de-noising scheme with neural
network proposed for stock price prediction model outperforms the integrated

wavelet de-noising technique with BPN(back propagation network) model, the
13



BPN model with non-filtered forecasting variables, and a random walk model.
According to the experiments, the author has concluded that the proposed method
can effectively detect and remove the noise from stock prices/indices and improve
the forecasting performance.

2.2 Application of technical analysis in stock markets

Technical analysis and fundamental analysis are two major stock market
analyzing methods used to predict short- and long-term stock trends, respectively.
For most investors, it is more valuable to accurately predict market trends and daily
value movements because one would want to invest in the stock at the right time
when the market is on the upward trend market (Ausloos and lvanova, 2002,
Edwards et al., 2007). Fundamental analysis considers commercial factors, such as
financial statements, management ability, business competition and market
conditions, in order to determine the intrinsic value of a given stock. Technical
analysis helps recognize the price patterns according to the extrapolations from
historical price patterns.

In technical analysis method, chart patterns and technical indicators are the two
major analyzing tools. Charting patterns such as head-and-shoulder and flag use
stock charts to study the movement of the stock prices. Technical indicators such
as RSI and moving average are produced by specific equations to examine market
signals and help investors make trading decisions. Technical analysts widely use
market indicators of many sorts, some of which are mathematical transformations of
price, often including up and down volume, and advance/decline data. Popular
technical indicators are usually classified into two major functions: trend and
momentum (Liu and Lee, 1997).

Senthamarai et al. (2010) used data mining technology to discover the hidden
14



patterns from the historic data that have probable predictive capability in their
investment decisions. The prediction of stock market is a challenging task of
financial time series predictions. There are five methods namely Typical price,
Bollinger bands, Relative strength index (RSI), Chaikin Money Flow indicator
(CMI), Stochastic Momentum Index (SMI) used to analyzed the stock index. In this
paper the author got the profitable signal is 84.24% using Bollinger Bands rather
than MA, RSI and CMI.

Abdulsalam et al. (2010) used the moving average (MA) method to uncover
the patterns, relationship and to extract values of variables from the database to
predict the future values of other variables through the use of time series data. The
advantage of the MA method is a device for reducing fluctuations and obtaining
trends with a fair degree of accuracy. This techniques proven numeric forecasting
method using regression analysis with the input of financial information obtained
from the daily activity equities published by Nigerian stock exchange.

15



2.3 Application of time series in stock markets

Time series data is characterized as large in data size, high dimensionality and
update continuously. Moreover, the time series data is always considered as a
whole instead of individual numerical fields. As, a large set of time series data is
from stock market, dimensionality reduction is an essential step before many time
series analysis and mining tasks. In stock markets, many types of time series
models such as statistical time series model, fuzzy time series model, and advanced
time series model based on artificial intelligence algorithms were advanced by
academic researchers to forecast stock price. Some drawbacks are issued for these
models as follows: (1) mathematical assumptions are required for statistical time
series models; (2) the forecast from fuzzy time series model is a linguistic value that
IS not as accurate as statistical time series; and (3) a proper threshold is not easy to be
produced by advanced time series model and the forecasting algorithm is
unintelligible.

There was a novel price-pattern detection method that looked for certain
price-patterns  “price trend” and ” price variation” contained in the time series
variables that can be used to forecast the stock market. To deal with these problems,
Chen et al. (2011) explored pattern recognition and time series forecasting. From
model verification using a nine-year period of Taiwan stock market index (TAIEX)
as experimental datasets, it is shown that the proposed model outperforms three
listing fuzzy time series. The stock price-patterns with higher similarity are used
the pattern basis for forecasting. Additionally, to promote forecasting accuracy, an
adaptive model is utilized in forecasting process of the proposed model. After
implementing the experiment, three major advantages for the proposed model are
issued as follow: (1) no mathematic assumptions about observations are required
to form forecasting algorithms and the computer system using the proposed
algorithms is easy to build up with lower complexity; (2) the proposed model
produce accurate forecasts based on  “stock price-patterns”  that are

understandable for common investors instead of “statistical formula” or “fuzzy
16



logic relations”™ that are complicated words for common investors; and (3) by

using multi-period adaptation model, the proposed method can produce
self-modified forecasts to reach better accuracy when stock market go flat and to
make smaller loss when stock market fluctuates violently.

Fu et al. (2008) have represented financial time series according to the
Importance of the data points. With the concept of data point importance, a tree
data structure, which supports incremental updating, has been proposed to
represent the time series and an access method for retrieving the time series data
point from the tree, which is according to their order of importance, has been
introduced. This technique is capable of presenting the time series in different
levels of detail and facilitates multi-resolution dimensionality reduction of the time
series data. The authors have proposed different data point importance evaluation
methods, a new updating method and two dimensionality reduction approaches
and evaluated them by a series of experiments. Finally, the application of the
proposed representation on mobile environment has been demonstrated (Fu et al.,
2008).

Yu and Huarng (2010) used neural network because of their capabilities in
handling nonlinear relationship and also implement a new fuzzy time series model
to improve forecasting. The fuzzy relationship is used to forecast the Taiwan stock
index. In the neural network fuzzy time series model where as in-sample
observations are used for training and out-sample observations are used for
forecasting. The drawback of taking all the degree of membership for training and
forecasting may affect the performance of the neural network. To avoid this take
the difference between observations. These reduce the range of the universe of
discourse.

17



2.4 Application of Bayesian network and data mining in stock
markets

Bayesian network is the graphical model which can represent the stochastic
dependency of the random variables via the acyclic directed graph. Hoeting et al.
(1999) proposed a coherent mechanism for accounting for this model uncertainty.
Standard statistical practice ignores model uncertainty. Data analysts typically select
a model from some class of models and then proceed as if the selected model had
generated the data. This approach ignores the uncertainty in model selection,
leading to over-confident inferences and decisions that are more risky than one
thinks they are. Bayesian model averaging (BMA) provides a coherent mechanism
for accounting for this model uncertainty. Several methods for implementing BMA
have recently emerged. BMA provides improved out-of sample predictive
performance.

Zuo and Kita (2012a) described the price earnings ratio (P/E ratio) forecast by
using Bayesian network. Firstly, the use of clustering algorithm transforms the
continuous P/E ratio to the set of digitized values. The Bayesian network for the P/E
ratio forecast is determined from the set of the digitized values. NIKKEI stock
average (NIKKEI225) and Toyota motor corporation stock price are considered as
numerical examples. The results show that the forecast accuracy of the present
algorithm is better than that of the traditional time-series forecast algorithms in
comparison of their correlation coefficient and the root mean square error.

Zuo and Kita (2012b) presented a Bayesian network technique to predict the
up/down analysis of the daily stock indexes and the result were compared with the
psychological line and trend estimation technical analyses, and are popular
algorithms which are well-known by the traders. The application of Bayesian
network to the up/down rate analysis of the stock index was presented in this study.
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The network was determined according to the K2 algorithm with K2 metric as the
network score from the up/down rates of the stock indexes; FTSE100, DOW30 and
Nikkei225. The network was applied for predicting the improvement in the
FTSE100 in 2007. The present algorithm showed almost 60% correct answer rate,
which is higher than the results by the traditional algorithms such as psychological
line and the trend estimation. Although the correct answer rate of the psychological
line showed the similar accuracy, the number of investments is much smaller than
that of the present algorithm. Therefore, the vertical investment revealed that total
profit of the Bayesian network was much greater than the others. The average
correction rate of their algorithm was almost 60%, which is almost equal to or higher
than the technical psychological line (50-59%) and the trend estimation (50-52%).

Cui and et al. (2010) adopts the Bayesian variable selection (BVS) using
informative priors to select variables for binary response models and forecasting
for direct marketing. The variable sets by forward selection and BVS are applied to
logistic regression and Bayesian networks. The results of validation using a
holdout dataset and the entire dataset suggest that BVS improves the performance
of the logistic regression model over the forward selection and full variable sets
while Bayesian networks achieve better results using BVS. Thus, Bayesian
variable selection can help to select variables and build accurate models using
innovative forecasting methods.

Lu and Chen (2009) employed decision tree-based mining techniques to
explore the classification rules of information transparency levels of the listed
firms in Taiwan’ s stock market. Moreover, the multi-learner model constructed

by boosting ensemble approach with decision tree algorithm has been applied. The
numerical results show that the classification accuracy has been improved by using
multi-leaner model in terms of less Type | and Type Il errors. In particular, the
extracted rules from the data mining approach can be developed as a computer
model for the prediction or the classification of good/poor information disclosure
potential and like expert systems.
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In this study, over 60 related scientific articles applied to stock market
forecasting have been reviewed. Results are presented in terms of summary tables.
Table 1 demonstrates modeling benchmarks of each author’s specific approach and
techniques; such techniques include artificial neural networks (ANNS), Fussy logic,
Time series, Technical analysis, Data mining, Bayesian network, Principal
component analysis (PCA) and Top down trading method.
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Table 2.1 Summary of modeling techniques

Articles Model | ANNs | Fuzzy | Time series | Technical analysis | Data mining | Bayesian [ PCA | Top down trading

/Abraham et al.(2001) [ [ [ )

Atsalakis et al.(2011) o [ ) [ ]

Atsalakis and Valavanis(2009a) [ ] [ )

Ausloos and Ivanova (2002) [ ]

Billah et al.(2006) )

Bramer M. (2013) [ )

Chavarnakul and Enke (2009).

Chen et al.(2003)

Chen et al.(2008) [ ) [ )

Chen et al.(2012) [ ]

Chenoweth et al.(1996) [ ]

Cremers (2002). [ ]

Cui et al.(2010) [ ]

Dai et al.(2012)

Defu et al.(2007)

de Faria et al.(2007)

Edward et al.(2007)

Enke and Thawomwong(2005)

Esfahanipour and Aghamiri(2010).

Fu et al.(2008)

Guresen et al.(2011)

Hajizadeh et al.( 2010) [ ]

Hoeting, et al.( 1999) [ ]

Homik et al.(1989)

Jang et al.(1997)

Jie and Hui (2008) [ ]

Johnson and Sakoulis (2008). [ )

Kanas (2001). [ ]

Kannan et al.(2010) [ ]

Kao et al.(2013)

Kimand Lee (2004).

Kim et al.(2006) [ ]

Leigh et al.(2002)

Leigh et al.(2006)

Leung et al.(2000) [ ]

Liao et al.(2008) [ ]

Lim and Wuncshll (1999). [ )

Liuand Lee (1997)

Livemore (1940) [ ]

Lo (2010) ®

Lu (2010)

Lu and Chen (2009).

Mandziuk and Jaruszewicz (2011).

Matias and Reboredo (2012).

Mizuno et al.(1998)

Oh and Kim (2002).

Ohama et al.(2005)

Olaniyi et al.(2010)

Reboredo et al.(2012)

Shaarawy and Broemeling (1984). [ )

Smitten, R.(2005). [ ]

Spiegelhalter et al.(1992) [ ]

Tae (2007).

Tan et al.(2008)

Taylor(2004). [ ]

Tsai et al.(2010) [ ]

\Vaisla and Bhatt(2010),

\Wang and Chan (2007).

\Wu et al.(2001)

'Yu and Huarng(2010).

Zarandi et al.(2012)

Zuo and Kita (2012b).

Zuo and Kita (2013a).
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3. The proposed methodology —Integrated Data Mining
Techniques

This paper presents a system that incorporates the top-down trading theory first
introduced by Jesse Livermore (1940) and various data mining techniques.
Livermore believed that stock trends follow a trend line that can be used to
forecast both in the long- and short-term. He published this particular idea in

‘How to Trade in Stock’ ’ in 1940. Using stock data he concluded that

stock-group behavior was an important indication to overall market direction,
whether they are big or small - an indication embraced by the Wall Street but
ignored by most traders. He believed stock-groups often provided the key to
changes in trends. As the favored groups of the moment became weaker and
collapsed, a correction in the overall market was usually on the way. The same
thing happened in year 2000 dot.com bubble and year 2009 financial market
collapse. The leaders flipped and fell first, and the others followed. Figure 3
depicts the block diagram of the system. The system can be classified into two
categories, one is Top down trading approach and the other is Hybrid intelligent
stock forecasting method.
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Figure 3.1 Block diagram showing the operation procedure of the system

H

3.1 Top down trading approach

Top down forecast approach utilizes the aspects from the theory of top down
trading and tandem trading, presented by Jesse Livemore. This theory has been
found to be useful in problems of stock forecasting. Analysis of top down analysis
is vital for probing the market direction. The investor must know the overall trend
of the market before making a trade. This applies to the market, the industry group
and individual stocks. The basic thing is to probe which way the market is headed,
up, down, or sideways. The main idea behind top down trading is that a rising tide
lifts all boats. So if you can find where the tide is going up, then you can also find
stocks that are going up. That means top down trading is concerned with finding
the best stocks within the best sectors within the best industries in the market.
Instead of bottom fishing for bargains, you look at what” s working and let the

23



momentum do the work for you. As Chinese proverb says “The nest eggs will
survive.” Detail descriptions of the Top down forecast approach are as follows.

Step 1—examining current market direction

The first step is to survey and to establish the current market direction and to
investigate if the current line of least resistance is positive, negative or neutral
(Livermore, 1940). It is essential to make sure the least resistance lines are in the
direction of the investor’ s trade before entering the trade. Figure 3.2 shows that
the Taiwan Stock Index (TSI) began its recovery in November of 2008 where a pivot
point was formed and basic direction was changed.
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Figure 3.2 Taiwan Stock Index formed a pivot point in 2008.11.21
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Step 2: Tracking the Industry Group

The second step is to check the specific Industry Group. Since the trades of
TSMC are of interest, the Semiconductor Industry Group is checked out to make
sure that the group is moving along the line of least resistance, in order to increase
the chance of making a profit on the selected trade. Stocks do not move alone.
When they move, they move inagroup. The Semiconductor Industry Group began
its recovery in November of 2008, the same time Taiwan Stock Index began its
recovery in Figure 3.3. In July/August, it gave a clear signal that the line of least
resistance was upward. The signals confirmed each other that the trend was now
heading to the upside.
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Figure 3.3 Semiconductor group gave a clear signal that the trend was upward in

November of 2008
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Step 3: Checking Tandem Trading

Tandem Trading involves comparing two stocks of the same group by
comparing the stock of interest in trading with its sister stocks. To trade in
TSMC, the Taiwan MediaTek is examined as a sister stock. Both stocks bottomed
out in December of 2008 and gave a signal, by a pivotal point, that the line of least
resistance was positive. Because the broker/dealers are also often an important
bellwether group for what the market may do in the future, this chart action (see
Figure 3.4) was a precursor of what was to come in the overall market.
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Figure 3.4 MediaTek stock formed a pivot point in 2008.12.12.
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Figure 3.5 TSMC stock formed a pivot point in 2008.11.21.

Step 4: Scoring the Three Factors

In the fourth step, the previous three factors, namely the market, the Industry
Group, and the Tandem stocks, are examined all together. It can be clearly seen in
Figs. 2-5 that all factors are in unison. All the signals in the figures show a
bottoming out in November and a reversal in trend, clearly indicating that the line of
least resistance was now upward in direction. The step provides the trend reference
of the individual stock for further analysis in the fifth step. The steps to score the
three factors are described as follows.

Step 4.1: If the TSI and individual stock value are the same (upward, downward or
flat), the score is 1 and -1 otherwise.

Step 4.2: If the industry group and individual stock value are the same (upward,
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downward or flat), the score is 1 and -1 otherwise.

Step 4.3: If the tandem stock and individual stock value are the same (upward,
downward or flat), the score is 1 and -1 otherwise.

Step 4.4: Sum up the scores of Steps 1~3. The summed score is considered one of
the key factors in ANN.

3.2 Hybrid intelligent stock forecasting method

Lastly, after all the trend lines are confirmed and the score is made, the next
step is to make prediction of the future stock values. In this category, we make use
of integrated data mining techniques for stock forecasting. Our approach is able to
identify and predict the profits or losses in the next one day, two days, three days and
four days in the stock counter (Atsalakis and Valavanis, 2009a). The information is
vital for the investor to buy at the start of an uptrend and to sell off just before the
trend reverses and the stock counter goes into a decline. Since the stock market
behaves dynamically, integrated data mining techniques can provide a suitable
approach to figure the behavior patterns (uptrend, down-trend and flat) of the stock
price from the stock dataset (Jang et al. 1997). Since the stock dataset does not show
the correlation with stock behavior patterns, the techniques including technical
analysis, Bayesian probability, dynamic time series, and ANN are integrated to
figure the patterns from those massive and non-meaningful data. More details are
elaborated in the following subsections.

3.3 Technical analysis

Technical analysts believe that investors collectively repeat the behavior of
the investors that preceded them. To a technician, the emotions in the market may
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be irrational, but they exist. Because investor behavior repeats itself so often,
technicians believe that recognizable (and predictable) price patterns will develop
on a chart. Recognition of these patterns can allow the technician to select trades
that have a higher probability of success. Technical analysis is not limited to
charting, but it always considers price trends.

Technical analysis employs models and trading rules based on price and
volume transformations, such as the relative strength index, moving averages,
regressions, inter-market and intra-market price correlations, business cycles, stock
market cycles or, classically, through recognition of chart patterns. Technical
analysis stands in contrast to the fundamental analysis approach to security and
stock analysis. Technical analysis analyzes price, volume and other market
information, whereas fundamental analysis looks at the facts of the company,
market, currency or commodity. All the technical indicators utilized in this study
are summarized in Table 3.1.

3.3.1 Stochastic KD

The Stochastic Indicator is based on the observation that as the trend of a
stock’ s price increases, the daily closes tend to be closer to the upper end of the
recent price range. Conversely, as the trend of stock’ s price decreases, the daily
closes tend to be closer to the lower end of the recent price range. The stochastic
values simply represent the position of the market on a percentage basis versus its
range over the previous n-period sessions. The percentage scale runs from zero to
100%. There are three primary stochastic values used in this study.

Raw Stochastic(RSV) - the most basic value representing the stochastic value for
each period.
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%K - the first smoothing of the raw stochastic, usually with n-period exponential
moving average.

%D - the smoothing of the %k value, usually with another m-period exponential
moving average.

To calculate the stochastic RSV, %K and %D:
RSV= 100* (closing price - n-period low) / (n-period high - n-period low)
%K= (2/3 old %K + 1/3 RSV).

%D = (2/3 old %D + 1/3 %K).

Example of stochastic KD index application shows %k line and %d line in
Figure 3.6, we develop a KD setting rule.

Rule 1:“Buy” when either %k or %d falls below a specific level (usually 20%) and
then rises above that level. Buy when the %Kk line starts to rise above the
%d line, the target value is identified as “Buy”, labeled as "1".

Rule 2: “Sell”, labeled as "-1" if Sell when either %k or %d rises above a specific
level (usually 80%) and then falls below that level, sell when the %k line
start to fall below the %d line.

Rule 3: If not in the cases of the above, the target value is identified as “Hold”,
labeled as “0”.
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Figure 3.6 stochastic KD index application in TSMC

3.3.2 Williams %R

Williams Percent R indicates overbought/oversold market conditions, and is
expressed as a percentage, ranging from zero to 100%. Its purpose is to detect
whether a stock or commodity market is trading near the high or the low, or
somewhere in between, of its recent trading range. The formula for the Williams
Percent R is

%R =100 *(high N days - close today) / (high N days - low N days)
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Williams used a 10 trading day period and considered values %R above 80 as
oversold and below 20 as overbought. Example of Williams %R index application
Is shown in Figure 3.7, we develop a Williams %R setting rule.

Rule 1:“Buy” when values %R above 80 as oversold, the target value is identified
as “Buy”, labeled as "1".

Rule 2: “Sell”, labeled as "-1" if values %R below 20 as overbought.

Rule 3: If not in the cases of the above, the target value is identified as “Hold”,

labeled as “0”.
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Figure 3.7 Williams %R index application in TSMC
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3.3.3 Relative Strength Index

The Relative Strength Index (RSI) is basically an internal strength index
which is adjusted on a daily basis by the amount by which the market rose or fell.
The RSI is classified as a momentum oscillator, measuring the velocity and
magnitude of directional price movements. Momentum is the rate of the rise or fall
in price. The RSI computes momentum as the ratio of higher closes to lower closes:
stocks which have had more or stronger positive changes have a higher RSI than
stocks which have had more or stronger negative changes. It is most commonly
used to show when a market has topped or bottomed. A high RSI occurs when the
market has been rallying sharply and a low RSI occurs when the market has been
selling off sharply. The RSI is expressed as a percentage, and ranges from zero to
100%. The formula for the RSI is

« A=An Average of upward price change=EMA(U, n)
« B=An Average of downward price change=EMA(D, n)

* Relative Strength=100-100/(1+A/B)

For each trading period an upward change U or downward change D is
calculated. Up periods are characterized by the close being higher than the
previous close:

U= closenow — closeprevious

Conversely, a down period is characterized by the close being lower than the
previous period's (note that D is nonetheless a positive number),
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D= closeprevious — closenow

If the last close is the same as the previous, both U and D are zero. Example
of RSI index (RSI(6D)-6 day and RSI(12D)-12 day) application is shown in Figure
3.8, we develop a RSI index setting rule.

Rule 1:“Buy” when either RSI(6D) or RSI(12D) falls below a specific level (usually
20%) and then rises above that level. Buy when the RSI(6D) line starts to
rise above the RSI(12D) line, the target value is identified as “Buy”, labeled
as "1".

Rule 2: “Sell”, labeled as "-1" if Sell when either RSI(6D) or RSI(12D) rises above a

specific level (usually 80%) and then falls below that level, sell when the
RSI(6D) line start to fall below the RSI(12D) line.

Rule 3: If not in the cases of the above, the target value is identified as “Hold”,
labeled as “0™.
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Figure 3.8 RSI index application in TSMC

3.3.4 Psychological line %P

PSY shows the ratio of number of rising period over the total period. Its value
lies between 0 and 100. It reflects the buying power in relation to the selling power
in the market. It is a very simple indicator as it shows the ratio of rising period to
total which indicates control of buyers and sellers. Divergence between price and
PSY helps to give strong reversal indications. To calculate the Psychological line

%P:

%P=100*(number of rising period over the total period)/(number of the total

period)
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If %P value is above 75, means that buyers are in control of the price.

If %P value is below 25, means sellers are in control of the price. Example of
Psychological line index (12-day) application is shown in Figure 3.9, we develop a
PSY %P setting rule:

Rule 1:“Buy” when values %P above 80 as oversold, the target value is identified
as “Buy”, labeled as "1".

Rule 2: “Sell”, labeled as "-1" if values %R below 20 as overbought.

Rule 3: If not in the cases of the above, the target value is identified as “Hold”,
labeled as “0”.
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Figure 3.9 Psychological line index application in TSMC
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3.3.5 Bias Indicator

The Bias Indicator is defined in terms of time and price. The Bias Indicator is
used to measure the offset level between daily stock price and a period moving
average line. The price eventually comes back to the neighboring price of moving
average when the stock price is far off the moving average line. The price will be
in balance state with moving average line. The Bias Line Indicator is a useful trade
filter. Take only long trades when prices are above the Bias Line and only short
trades when prices are below it. To calculate the Bias indicator,

Bias(n) = ( close(today) - Average close(last n days) )/ Average close(last n
days)

BIAS index setting rules:

Rule 1:“Buy” when either Bias(10) < -4.5% or Bias(20) < -7% , the target value is
identified as “Buy”, labeled as "1".

Rule 2: “Sell”, labeled as "-1" if Sell when either Bias(10) > 4.5% or Bias(20) >7%.

Rule 3: If not in the cases of the above, the target value is identified as “Hold”,
labeled as “0™.

Example of Bias index (10-day and 20-day) application is shown in figure 3.1.5.
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Figure 3.10 Bias index application in TSMC

3.3.6 ADX Indicator

The ADX Indicator (average directional movement index) determines the
market trend. When used with the up and down directional indicator values, +DlI
and -DI, the DMI is an exact trading system. The standard interpretation for using
the ADX is to establish a long position whenever the +DI crosses above the -DI.
You reverse that position, liquidate the long position and establish a short position,
when the -DI crosses above the +DI. The ADX is a combination of two other
indicators, the positive directional indicator (abbreviated +DI) and negative
directional indicator (-DI). The ADX combines them and smooth the result with an
exponential moving average. To calculate the ADX indicator:
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To calculate +DI and —DI, one needs price data consisting of high, low, and
closing prices each period (typically each day).

One first calculates the directional movement (+DM and —DM):
UpMove = today's high — yesterday's high
DownMove = yesterday's low — today's low
if UpMove > DownMove and UpMove > 0,
then +DM = UpMove,
else +DM =0
if DownMove > UpMove and DownMove > 0,
then —DM = DownMove,
else—-DM =0

+DI = 100 times exponential moving average of +DM divided by average true
range

—DI =100 times exponential moving average of —DM divided by average true
range

The range of a day's trading is simply high-low. The true range extends it to
yesterday's closing price if it was outside of today's range.

True range = max [(high — low), abs( high — closeprev ), abs( low- closeprev )]

The average true range is an N-day exponential moving average of the true range
values. The true range is the largest of the:

*  Most recent period's high minus the most recent period's low
*  Absolute value of the most recent period's high minus the previous close

«  Absolute value of the most recent period's low minus the previous close
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The exponential moving average is calculated over the number of periods selected,
and the average true range is an exponential average of the true ranges.

Then: ADX = 100 (+DI — —DI) / (+DI + —-DI)

For some traders, the most significant use of the ADX is the turning point
concept. First, the ADX must be above both DI lines. When the ADX turns lower,
the market often reverses the current trend. The ADX serves as a warning for a
market about to change direction. Stop using any trend following system when the
ADX is below both DI lines. The market is in a choppy sidewise range with no
discernible trend. Example of ADX index (ADX, DI+ and DI-) application is
shown in Figure 3.11. It is a momentum indicator, such as the stochastic, that allow
traders to determine whether the market is trending or not and to what extent.

ADX index setting rules:

Rule 1:“Buy” when while a value above 30, signals a strong trend, the target value
1s identified as “Buy”, labeled as "1".

Rule 2: “Sell”, labeled as "-1" if ADX value that is lower than 20, indicates that the
trend is weak,

Rule 3: If not in the cases of the above, the target value is identified as “Hold”,
labeled as “0”.
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Figure 3.11 ADX index application in TSMC

3.3.7 Moving Averages

A moving average is the average price of a contract over the previous
n-period closes. The moving average is used to observe price changes. The effect
of the moving average is to smooth the price movement so that the longer-term
trend becomes less volatile and therefore more obvious. When the price rises
above the moving average, it indicates that investors are becoming bullish on the
commodity. When the price falls below, it indicates a bearish commaodity. As well,
when a moving average crosses below a longer-term moving average, the study
indicates a down turn in the market. When a short-term moving average crosses
above a longer term moving average, this indicates an upswing in the market. The
longer the period of the moving average, the smoother the price movement is.
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Longer moving averages are used to isolate long-term trend. To calculate the
moving average indicator:

For a n-day sample of closing price, the mean of the previous n days' closing
prices. If those prices are PM, PM-1 ,---.PM-(n-1) , then the formula is

MA = (PM + PM-1, +---. + PM-(n-1) ) / n

Example of MA index (5-day, 22-day and 66-day) application is shown in
Figure 3.12 and MA index setting rules:

Rule 1:“Buy” when MA(5D) > MA(22D) >MA(66D), the target value is identified
as “Buy”, labeled as "1".

Rule 2: “Sell”, labeled as "-1" if Sell when MA(SD) < MA(22D) <MA(66D)

Rule 3: If not in the cases of the above, the target value is identified as “Hold”,
labeled as “0™.
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Figure 3.12 Moving average index application in TSMC

3.3.8 MACD Oscillator

The MACD Oscillator is the difference between a short-term and a long-term
moving average. The three parameters are the number of periods for the short-term
moving average, long-term moving average and the moving average of the
resulting MACD Oscillator. In signal processing terms, the MACD is a filtered
measure of the derivative of the input (price) with respect to time. A MACD
crossover of the signal line indicates that the direction of the acceleration is
changing. The MACD line crossing zero suggests that the average velocity is
changing direction. The histogram can also help in visualizing when the two lines
are approaching a crossover. Though it may show a difference, the changing size
of the difference can indicate the acceleration of a trend. A narrowing histogram
suggests a crossover may be approaching, and a widening histogram suggests that
an ongoing trend is likely to get even stronger. To calculate the MACD indicator:

43



MACD = EMA[stockPrices,12] — EMA[stockPrices,26]
signal = EMA[MACD,9]

DIF = MACD - signal

An exponential moving average (EMA) is a type of infinite impulse response
filter that applies weighting factors which decrease exponentially. The weighting
for each older datum point decreases exponentially, never reaching zero. The graph
at right shows an example of the weight decrease. The EMA for a series Y may be
calculated recursively:

S1=Y1,

St=o* Yt+ (1-a) * St-1, fort>1

Where the coefficient « represents the degree of weighting decrease, a
constant smoothing factor between 0 and 1. A higher « discounts older

observations faster. Yt is the value at a time period t. St is the value of the EMA at
any time period t. Example of MACD index (MACD and DIF) application is
shown in Figure 3.13, MACD target setting rules:

Rule 1:“Buy” when the DIF line starts to rise above the MACD line, the target
value is identified as “Buy”, labeled as "1".

Rule 2: “Sell”, labeled as "-1" when the DIF line start to fall below the MACD
line.

Rule 3: If not in the cases of the above, the target value is identified as “Hold”,
labeled as “0”.
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Table 3.1 Summary of technical indicators

Technical | . :
i Main Type Function Purpose
indicator
Stochastics Represent the position of the market on a percentage basis versus its range over the previous n-
Momentum | _ - -
KD period sessions.
Willam S . : . .
%R Momentum | Detect whether a stock is trading near the high or the low or in between of its recent trading range.
RSI Momentum | Measure the velocity and magnitude of directional price movements.
PSY line | Momentum | Show the ratio of rising period to total which indicates control of buyers and sellers.
Bias Momentum | Detect the offset level between daily stock price and a period moving average line.
. Determined directional movement by comparing the difference between two consecutive lows with
ADX Trend . ) ’ -
the difference between the highs.
MA Trend Smooth the price movement so that the longer-term trend becomes less volatile therefore obvious.
MACD Trend Work as a filtered measure of the derivative of the stock price with respect to time.
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3.4 Bayesian Probability (BP)

Bayesian probability is a method used to update the probability estimates for a
hypothesis once additional evidences is learned. Bayesian inference is closely
related to subjective probability, often called "Bayesian probability". There are
many useful functions in Bayesian probability. One is probabilistic learning. BP can
calculate explicit probabilities for hypothesis, among the most practical approaches
to certain types of learning problems. Each training example can incrementally
increase or decrease the probability that a hypothesis is correct. Prior knowledge can
be combined with observed data. Even when Bayesian methods are computationally
intractable, they can provide a standard of optimal decision making against which
other methods can be measured (Spiegelhalter et al. 1993, Tsai et al. 2010). The
formula of BP is expressed as below.

Given n mutually exclusive and exhaustive events E;, E,, E, such that P(E;) #0

for all i, we have for 1=i=n;

P(FIEDP(E)

P(E|IF)= P(FIE,)P(E,)+P(FIE,)P(E.)+---+P(FIE,)P(E.) (1)

P(E;) = Prior probability, P(E; |F)= Posterior probability

Table 3.2 tabulates several technical indicators calculated by BP. It also gives
the result of prior probability and posterior probability. The value of each technical
indicator stands for the performance accuracy of the individual stock according to
the recent 300 trading days. The result can provide a standard of optimal decision
making for selecting significant technical indices. We then ignore the technical

indicators with low values and select the significant ones. The values of the selected
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indictors become the inputs of the neural network in the next step. BP screens out
the unnecessary technical indicators to preempt possible losing trades. Table 3.2
depicts the results of prior probability and posterior probability calculated by BP
over 300 days. For example, P (Stock Up) is a prior probability, stands for the
counts of stock price up during this period, divided by 300 days. P (Stock Down)
stands for the counts of stock price down during this period, divided by 300 days.
The same rule to P(Non) means holds. From this table, we select MA, ADX and
William as candidates of significant technical indicators for the ANN in this

research.

Table 3.2 Results of prior probability and posterior probability calculated by BP

MA Bias MACD RSI ADX K-D William PSY
P(Stock UP) P(Stock UP) P(Stock UP) P(Stock UP) P(Stock UP) P(Stock UP) P(Stock UP) P(Stock UP)
0.23 0.6 0.3 0.1 0.23 0.42 0.23 0.05

P(Stock Down)

P(Stock Down)

P(Stock Down)

P(Stock Down)

P(Stock Down)

P(Stock Down)

P(Stock Down)

P(Stock Down)

0.43 0.2 0.2 03 0.2 041 0.27 0.06
P(Non) P(Non) P(Non) P(Non) P(Non) P(Non) P(Non) P(Non)
0.35 0.2 0.5 0.6 0.57 0.17 0.5 0.9
P(Up | UP) P(Up | UP) P(Up | UP) P(Up | UP) P(Up | UP) P(Up | UP) P(Up | UP) P(Up | UP)
0.61 0.48 0.17 0.5 0.51 0.47 0.62 0.45

P(Down | Down)

P(Down | Down)

P(Down | Down)

P(Down | Down)

P(Down | Down)

P(Down | Down)

P(Down | Down)

P(Down | Down)

0.48

0.3

0.3

0.11

0.44

041

0.4

0.17
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3.5 Dynamic Time Series Theory

Exponential smoothing is a technique that can be applied to time series data to
either produce smoothed data or make forecast. Time series data themselves are a
sequence of observations. The exponential smoothing model for forecasting does
not eliminate any past information but adjust the weights given to the past data that
older data get increasingly less weight. Each new forecast is based on an average
that is adjusted each time there is a new forecast error. The proportion of the error
that will be incorporated into the forecast is called the exponential smoothing factor
and is identified as «. The raw data sequence is often represented by x; and the
output of the exponential smoothing algorithm is commonly written as Equation (2),
which may be regarded as the best estimate of what the next value of x will be. The
simplest form of exponential smoothing is given by the formula below,

81:X0

S;=a* X+ (-a) * S, =S, +a* (X, — S.1): t>1 (2)

where « is the smoothing factor, and 0 < a < 1. In other words, the
smoothed statistic S; is a simple weighted average of the previous observation X,
and the previous smoothed statistic S, ;. Values of a close to one have less of a

smoothing effect and give greater weight to recent changes in the data, while values
of a closer to zero have a greater smoothing effect and are less responsive to recent

changes (Billah et al. 2006).
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Adaptive exponential smoothing methods allow a smoothing parameter to
change over time, in order to adapt to changes in the characteristics of the time series.
However, these methods tend to produce unstable forecasts and have performed
poorly in empirical studies (Taylor 2004, Entorf et al. 2012). We present a new
adaptive method, which enables a smoothing parameter to be modeled as a linear
combination function of the trading volume, trend, and momentum. Figure 3.14
illustrates the closed loop structure of the adaptive exponential smoothing method,
where V(i) is the volume indicator of the i day, T(i) is the trend indicator of the i"
day, M(i) is the momentum indicator of i" day, and « (i) is the smoothing factor of
the i™ day. D(i) is the actual stock value of the i"" day, F(i) is the forecast stock
value at time i and Z(i) is the deviation of the forecast value at time i. Note that
only the smoothing factor of each day at its first processing step is controlled using
the deviation between the predicted stock value at the final stage and actual value
for the final stage.

V(i)

Adaptive Predicted

A 4

_ Exponential Stock value
(i) > Smoothing 69 - \\\/,
Forecasting
(i) methods NA

D(i) Z(i) Gmoothing afi)

control law
A\,

F(i)

Figure 3.14 the closed loop structure of adaptive exponential smoothing methods
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The simplest form of adaptive exponential smoothing is given by the formula

below,

F(i)= a(i)*D(i-1)+(1-a(i))*F(i-1) (3)

where a(i)=a(i-1) + p*(V(i) +T(1)+M(1)) and B is a small coefficient value less than
0.05 and is used to fine tuning a(i) according to the following setting steps:

Step 1: V(i) is the volume indicator of the i day.

e If the stock transaction volume of today is more than twice of yesterday’s
volume, then V(i) =1

e If the stock transaction volume of today is less than half of yesterday’s volume,
then V(i) =-1

e Otherwise, V(i) =0

Step 2: T(i) is the trend indicator of the i" day,

e If Bias (10) <-11%, then T(i) =1
e Else, If Bias (20) > 7% % , then T(i) = -1
e Otherwise, T(i) =0

Step 3: M(i) is the momentum indicator of i" day

e If ADX >=30, then M(i) =1
e Otherwise, M(i) =0

The adaptive exponential smoothing « is used to examine the performance of
the exponential smoothing with fixed «. The investment horizon is 60 days, from
September 2012 to November 2012. Figure 3.15 compares the performance of the
adaptive exponential smooth alpha to those of 3 distinct alpha values at 0.3, 0.4
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and 0.5. It is seen in Figure 3.15 that the adaptive alpha follows the actual stock
up/down value much closely than the other three lines. The adaptive exponential
smoothing target setting rules is as follows.

Rule 1: As the forecasting stock value increases and the up value is over the stock

transaction tax, the target value is identified as “Buy”, labeled as "1".

Rule 2: “Sell”, labeled as "-1" if the forecasting stock value decreases and the

down value is more than the stock transaction tax.

Rule 3: If not in the cases of the above, the target value is identified as “Hold”,

labeled as “0”.

10

Actual value ——> Adaptive alpha

AJ\/
. 4% the other /'.

/ alpha values aIN
2 A y \/ (\ J\
0 PR / éﬂ' A “
2 1 3 9 11 131517 19 21 23 !’/ ‘ 033 35 37 39 41 43 "’ ‘! 57 59

~— Actual ——Adaptive ——alpha=0.3 =—alpha=04 ——alpha=05

Figure 3.15 performance comparisons between the adaptive alpha and the other alpha

values
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3.6. Artificial neural networks training

Many ANN models have been evaluated against statistical models for market
forecast. It is observed that in most cases ANN models give better result than other
methods (Chen et al. 2003) The most commonly used neural network technique in
pattern recognition is Multi- Layer Perceptron (MLP) for the classification problems.
MLP architecture using back propagation (BP) algorithm has gone into the
application field of ANN to stock price prediction. Two important characteristics of
the MLP are its nonlinear processing elements (PEs, applying the sigmoid function
In this research) and their massive interconnectivity. Sigmoid functions all share a
similar S shape that is essentially linear in their center and nonlinear toward their
bounds that are approached asymptotically. To find the optimal neural weights by
the back-propagation algorithm based on mathematically training a network in order
to minimize the error of a cost function such as the Mean Squares Errors (MSE), it is
required that the sigmoid function is easily differentiable, thus permitting the
evaluation of increment of weights via the chain-rule for partial derivatives (Yonaba
etal., 2010). The back-propagation rule propagates the errors through the network
and allows adaptation of the hidden PEs. The MLP is trained with error correction
learning, which means that the desired response for the system must be known.
Learning typically occurs by example through training, where the training algorithm
iteratively adjusts the connection weights. When the network is adequately trained,
it is able to generalize relevant output for a set of input data. Training automatically
stops when generalization stops improving, as indicated by an increase in the mean
square error of the validation samples. MSE is the average squared difference
between outputs and targets. Since the forecasting problem has been converted to a
classification problem (Hajizadeh et al. 2010), we develop a new target setting rules.

Rule 1: As the stock value increases and the up value is over the stock transaction

tax, the target value is identified as “Buy”, labeled as "1".
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Rule 2: “Sell”, labeled as "-1" if the stock value decreases and the down value is

more than the stock transaction tax.

Rule 3: If not in the cases of the above, the target value is identified as “Hold”,

labeled as “0”.

The desired ANN response is the target value set to reflect the actual stock
performance (Wang and Chan, 2007). In this study, the ANN input data include the
top down scores, selected key technical indicators and the forecasting value, totally
five input data. Three output units are “Buy,” “Sell” and ‘Hold” |,
respectively. The number of hidden neurons is 20. The diagram of ANN training
layer is shown in Figure 3.16.

The standard operation procedure to perform ANN system is as following
three steps:

Training => Validation => Testing.

We set aside some samples for validation and testing. The percentage of
training data is set 70%, validation is 15% and 15% for testing data. The gate of
MSE is set 3x10 . Figure 3.17 depicts the MSE decreasing after 57 epochs in
TSMC.

[13

Buy,”  “Sell” and
“Hold” A confusion matrix summarizes the results of testing the algorithm for

The ANN system is trained to distinguish among

further inspection (Simon and Simon, 2010). Figure 3.18 shows the classification
results for the whole testing period. It shows a sample set of 144 stock up/down

values: 68 Buys, 66 Sells, and 40 Holds. Each column of the matrix represents the
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instances in a predicted class, while each row represents the instances in an actual
class. All correct predictions are located in the diagonal of the table, so it is easy to
visually inspect the table for errors, as they will be represented by any non-zero
values outside the diagonal. Figure 3.18 shows the true positive rate of “Buy,”

“Sell” and “Hold” as 98.5%, 97% and 97.5%, respectively. Overall, the true
positive rate is 97.7%.

Hidden Layer Output Layer

Input

20

Figure 3.16 the learning layer of ANN structure
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Figure 3.17 MSE decreases after a period of training in TSMC
Target Class (Predicted) Tota True Positive
ot1a
Buy | Sell | Hold Rate
Output  [Buy 67 1 0] 68 98.50%
Class Sell 1 64 1 66 97.00%
(Actual)  |Hold 0 1| 3 4w 9750%

Figure 3.18 TSMC training confusion matrix has been trained to distinguish between

“Buy”, “Sell” and ‘Hold”
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4, Experimentation setup and test results

4.1. Experimentation simulation and system verification

Three case studies of simulation are used to verify and to validate the system
correction. Case one is Taiwan UMC company, a global semiconductor foundry
that provides advanced technology and manufacturing for applications spanning
every major sector of the IC industry. UMC's robust foundry solutions allow chip
designers to leverage the company's leading-edge processes. Case two is Taiwan
HannStar Display Corporation, which is specialized in the manufacturing of
TFT-LCD products and these main applications are in notebook computer
displays and desktop computer monitors. Case three is Taiwan Calin
Technology Co. Ltd., which is specialized in aspherical glass molding lenses and
provides complete vertical integration process capability with advanced excellent
mechanical equipment. The design model of simulation is based on the parameters
of stock price up, down and flat during short period( 40 days), medium period( 50
days) and a longer period( 120 days). The table is shown as Table 4.1

Case 1. over 40 days trading days, UMC stock price began with NT$13.25 on
April 25" 2013 and end up NT$13 on July 21" 2013. The rate of
corresponding stock price over this period is almost flat (from 13.25 to
13) - but an investment return reaches 92.7.6%!(See Figure 4.1).

57



UMC-40 days(ROI1=92.7%)

2500 15.5
A B
2000 o 145
- 14
1500

\_\ - 135
- 13

1000 —~ \~
- 12.5
500 - 12
- 11.5
0 11

LMy Ly

IR RS L¥ET I8 882 Lez g

S S S 0 w W S e S S T S [~ [~ [~ S S e ]

L L L = R (=] o o o o W o T T e [~ [~ I~

S . S oM oM o By e ] ) e ] ) 2} o 2t} S S e -

[ar] o (28] —i - - (28] (28] o [ar] o o (28] - - - o (28] [ar] (2]

- - - (e} o [ ] - - - - - - - o (] (e} - - - -

o o [ ] ~ o~ o~ (e} o (] (e} o (] (e} ~ o~ ~ o (] (e} o

o~ o~ o~ o~ o~ o~ o~ o~ ('] o~ o~ o~ o~ o~

== Returns(SK) Stock price

Figure 4.1 simulation of stock price flat and the return of investment is 92.7%

Case 2: over 120 days trading days, Hannstar stock price began with NT$40 on
November 18" 2012 and end up NT$13 on May 7", 2013. The rate of
corresponding stock price over this period is increasing - but an

investment return reaches 67.7%! (See Figure 4.2).
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Figure 4.2 simulation of stock price up and the return of investment is 67.7%

Case 3: over 50 days trading days, Calin stock price began with NT$ 33.5 on
October 2" 2013 and end up NT$27 on December 10, 2013. The rate of

corresponding stock price over this period is decreasing
investment return reaches 23.7%! (See Figure 4.3).
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Figure 4.3 simulation of stock price down and the return of investment is 23.7%

Table 4.1 The design model of stock trading forecasting

Time period ck price Down Flat Up
40 days UMC
50 days Calin
120 days Hannstar
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4.2 One year period

240-trading-day stock data were considered for training and evaluating the
performance of the presented approach. The system was retrained daily. A paper
portfolio of NT$1,000,000 was the initiation investment. Stocks were bought
whenever the forecast was positive, and the position was closed when the forecast
became negative. Transaction costs were taken into consideration and were
amount to 0.6% of the individual stock trading price. The system was coded in
Microsoft VBA and the neural network analysis was run in MATLAB. It is noted
that this period also includes the great recession, European debt crisis and the
fiscal cliff of the United States in 2012.

TSMC stock was tested first. Experiments were carried out on a personal
computer. The rate of accuracy of the proposed approach was 81%. The moving
hit-rate is illustrated in Figure 4.4 which shows the hit rate since the first day of this
period. A hit rate is a term used to describe the success rate of an effort. This rate
compares the number of times an initiative was a success against the number of
times it was attempted. The moving hit-rate of TSMC converges towards 0.8.
The TSMC stock price began with NT$78.5 on Feb.16", 2012 and reached NT$101
on January 23" 2013. The corresponding stock price increasing rate over this
period is 23% - an investment return of 53.6%! (See also Figure 4.5).

61



1.2

0.8

0.6

0.4

0.2

€T/TC/TO
€1/TT/10
€T/10/T0
T/ee/TT
Z1/et/eT
Z1/20/2T
/21T
TT/2T/11
ZT/20/11
Z1/€2/0T
ZT/€T/0T
Z1/€0/0T
ZT/€e/60
Z1/€1/60
Z1/€0/60
Z1/v2/80
Z1/¥1/80
ZT/¥0/80
1/s2/L0
Z1/GT1/L0
Z1/50/40
Z1/52/90
Z1/51/90
Z1/50/90
Z1/92/50
Z1/91/50
Z1/90/50
Z1/9¢/v0
Z1/91 /0
Z1/90/%0
TT/L2/€0
1/LT/€0
Z1/£0/€0
Z1/9¢/20
ZT/91/20

Figure 4.4 the moving hit rate in the period of 240 trading days

o

1800

1600

1400

€T/T0/T0
er/ee/an
cr/er/en
¢1/20/21
cT/Te/11
eT/eT/11
¢T/T0/11
¢T/€2/01T

- ZT/ET/01

¢1/€0/01
CT/€2/60
¢T/€ET/60
Z1/€0/60
C1/v7/80
¢T/%1/80

. C1/¥0/80

¢1/Se/L0
¢T/ST/L0
¢1/S0/L0
Z1/52/90
¢T/ST1/90
¢1/50/90
¢1/92/50
Z1/91/S0
¢1/90/50
Z1/92/%0
ZT/91/%0

. Z1/90/%0

CT/L2/€0
CT/LT/€0
¢T/£0/€0
¢1/9¢/t0
¢T/91/20

S
<
[«5]
>
©
£
[¢B}
L
S
o
X
[&]
(@]
— | d
= | O
[T
Z| °©
—c | <
- | O
U...u
-
g <
@
_v
[«B)
c
)
geo]
c S
ol ®
= €
| €
= S
kt
L B 771
o @
= S
L c
[V
_o
wn
c
} -
>
)
[¢D)
.
[¢B)
c
o
o
<t
[¢D)
.
>
2
L




To compare the performances of different time periods, this period is broken
into three sub-periods; namely, one month, one quarter and a half year. In Section
4.6, the system is again applied to the Evergreen stock to compare the investment

performance.

4.3 First period: 12/24/2012 - 01/23/2013

For each period, the result includes the portfolio return being compared to the
initial investment of NT$1million. The moving hit rate is a diagram which shows
the hit-rate since the first day of this period. The return of investment is 3.6%.
The accurate rate of this period is 70%. It can be seen in Figure 4.6 that the moving
hit-rate converges towards 0.8. The TSMC stock price rose from NT$95 to
NT$101.5, the stock price increasing rate of the period is up 5% as shown in Figure
4.7.
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Figure 4.6 the moving hit rate in the first period of 20 trading days in TSMC
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Figure 4.7 the returns of investment and the variation of stock price in the first period

4.4 Second Period 10/30/2012 - 01/23/2013

During this second period of 60 trading days, the results are even better.
Again, the results include the portfolio return being compared to the initial
investment of NT$1million. The return of investment achieves 8.6%. The rate of
accuracy of this period is 75%. It can be seen in Figure 4.8 that the moving hit-rate
converges towards the 81% region. The TSMC stock price increased from NT$88
to NT$101.5, the up rate of this period is up 12% as seen in Figure 4.9.
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Figure 4.9 the returns of investment and the variation of stock price in the 2" period
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4.5 Third period 08/06/2012 - 01/23/2013

The portfolio return as compared to the initial investment is again considered.
The return of investment achieves 18.7%. The rate of accuracy of this period is
77.5%. It is seen in Figure 4.10 that the moving hit-rate converges towards 0.8.
The stock price began from NT$81 to NT$101.5, while the increasing rate of the
stock price during this period is up 19% up, as indicated in Fig. 17.
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Figure 4.10 the moving hit rate in the third period of 120 trading days
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Figure 4.11 the returns of investment and the variation of stock price in the third period

4.6 Summary of TSMC stock performance

The performances of different periods of TSMC are summarized in Table
The proposed system made 82 transactions in the stock market during this period of
240 trading days. This gave a rough average of 1 transaction for every 3 days.
While the stock value increased by 23%, the return of the portfolio during the whole
period was 53.6% with an 81% accuracy rate. The total trading period was also
divided into three sub-periods that cover one month, one quarter and 6-month,
respectively. The result of each period is summarized as follows:

® The accurate rates achieved were 70%, 75% and 77.5%, respectively.
® The rates of the stock price were 5% up, 12% up and 19% up, respectively.

® The returns of investment were 3.6%, 8.6% and 18.7%, respectively.
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Table 4.2 the performance comparison of investment in TSMC

Performance results of different phases in TSMC

Phase Accurate Rate(%)  stock up/down(%) Returns(%)
1st period( A month) 10 § 3.0
2nd period( A quarter) 15 12 8.0
3rd period( A half year) 115 19 18.7
One year period 81 23 536

4.7 Application to the Evergreen stock

The approach is also applied to Evergreen the same as in TSMC. The
Evergreen stock was tested with an initial paper portfolio of NT$1,000,000.
240-trading-day Evergreen stock data were considered for training and evaluating
the performance of the system which was retrained daily. Transaction costs were
taken into consideration and were amount to 0.6% of the individual stock trading

price.

The proposed system made 64 Evergreen stock transactions in the market
during this period of 240 trading days. This gave a rough average of 1 transaction
for every 4 days. Although the stock value dropped by 7.7% in this period, the
return of the portfolio during the whole period still made a 128.4% in profit with an
88% accuracy rate. To study the performance of different periods, we divide the
periods into one month, one quarter, six months and one year. The result of each
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period is summarized as follows:

® The rates of the stock price were 6.6% down, 5% up and 14.6% up,

respectively.

The returns of investment were 8.4%, 26.7% and 53.3%, respectively.

The accurate rates achieved were 88%, 93% and 94%, respectively.

Table 4.3 the performance comparison of investment in Evergreen

Performance results of different phases in Evergreen

Phase  Accurate Rate(%) stock up/down(%)  Returns(%)

One month 38 46 84
One quarter 03 50 267
A half year 04 146 523

One year 0% 128.4




5. Conclusions

The proposed approach that integrated various data mining techniques has
achieved remarkable results. The investment returns of the TSMC and Evergreen
stocks were 53.6% and 128.4 % for the trading days considered. The system was
retrained daily. As all sub-periods of the TSMC and Evergreen trading generated
profits for various trading days, it is evident that the proposed system is highly
effective for stock forecast. Instead of giving a straight tool, this research
proposes a methodological system to handle the stock forecast. Every stock may
have different structures in the top-down theory, the dynamic time series, and ANN,
and have different choices in the technical analysis and the Bayesian probability.
Hence, applications of the methodological system are not limited to the TSMC and
Evergreen stocks.

In our future work, we will apply the proposed system to the popular
Nasdag-100 index of Stock Market as well as some of the companies listed in the
Nasdag-100 index. Additionally, justifying the decision based on the proposed
system by applying linguistic fuzzy-set approach to include experts’ opinions, the
impact factor from either global or local events and company own breaking news
are also our future research.
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Appendix

Example code of VBA program

AFEH B EXCEL VB > FEAESER A H B e B - W EE R
Table 3.1 Technical index summary FEEFSIEREfiTIERE » EA0T ¢

Technical . .
. Main Type Function Purpose
indicator
Stochastics Represent the position of the market on a percentage basis versus its range over the previous n-
Momentum . .
KD period sessions.
Willam . . . . . .
%R Momentum | Detect whether a stock is trading near the high or the low or in between of its recent trading range.
RSI Momentum | Measure the velocity and magnitude of directional price movements.

PSY line | Momentum | Show the ratio of rising period to total which indicates control of buyers and sellers.

Bias Momentum | Detect the offset level between daily stock price and a period moving average line.

Determined directional movement by comparing the difference between two consecutive lows with

ADX Trend the difference between the highs.
MA Trend Smooth the price movement so that the longer-term trend becomes less volatile therefore obvious.
MACD Trend Work as a filtered measure of the derivative of the stock price with respect to time.
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-

5. RSI 3%
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ik by BT R g A = S
#-14 p Fktg. M—frﬁ/‘_ 214, L 14 p FRtET IEE

#-14 p kg ,ufr“*.'z 14> 9 % 14 p gL 3aiE o

RSI #ifk gL 49iEaR 5 § 4 > BIGT IS § 4

RST 4 #5987 2] 74 50
RST & &g 4% 022 100 2 & >
A1 EERREN AFRAG A Y
RSI & 70 r2 b 2 77 B ACR % >
30 TS AR o
A2 B3ir i :
RSI & 270 72+ & 30 ™ ek d& > £ 348w & #chsg 7] 5L o
A. 3. Fapmel

R EP RE L 0 BN R - FRrt - FER 0 @ @ RSI epsAl oo frdi - B
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6. DMI 4% 45 %

Afw dp 1% (Directional Movement Index) Tk b R LT S IR o JEd BIAT
B RS ARG bea (2DM) kX|%r 5 24 o a HFRE S 4 E ok
TE>IHETERAS md‘ﬁfi‘\':@ﬁ_ °

ALY S 4DM & -DM—

I %% pEFHpd+s-pi3 i DM=HIGH-HIGH[1] -
2. ®E— p AL FE E P B -DM=LOW[1]-LOW -

3. 4% +DM + **-DM > @ 2 4DM <3+ 0> p) TEF4DM, = +DM -

4o% DM 3t &0 B TEFADM, = 0
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4. F+DM | »-DM> A 2 -DM <> 0> R "E5%-DM, = -DM >
%k DM &0 TEF-DM, =0

=T R E 2 EADM(14) 2 - DM(14) erndicie » i2xf 6 * 14 X B b —
Asde BT R 142 en TEFADM, chToE i % — % cDM(14) »
g 14 % e T EF-DM | enT o s % - % c+-DM(14) >
@ ts e DN E B AT
% P ADM(14) =7 - p eDM(14)x(13/14) + % p 2 F +DMx(1/14)

% P -DM(14)=7v - p e-DM(14) x(13/14) + % p £ 7 -DMx(1/14)

EREFEIRE > & o) hE R R R Hi2 e
I 58P B Hmpddpihiny-
2. [HO-CH—D | 24P aBRFELI - p e faeHi-
3. |CHt—D-Lt| s#—- plefpdyphipsiti-
RisP-t 5 = Kbt
w02 TR=MAX ( H(O-L(E) > [H(O-Ct—1D) | » [ Ct—1D-L(t) | ) »
BFLE R4 —
AL BB R DM(14)2 358 = 5% 0 Bown 14 3T dodk -
%0 TR(14)=%- p TR(14)x(13/14) +4 p TRx(1/14) -
RIS E 38 DI E—
+DI(14)=+DM(14)/ TR(14) x 100
-DI(14)=-DM(14)/ TR(14) x 100
B is&3E DX 2 ADX & -
ADX (A% Tioa) H% k2w 14 p N GRS AES DD ER > -5 4o
£ 5 DX i : DX= | (4DI 14)- (-DI14) | / ((+DI14)+ (-DI14)) x100 -

£ 5D ADX ¢ Asde B3 E - B 14 20 T Mk o
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F4DI d T FAx-DI pF ’fﬁéii%‘:ﬂzat%io
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PSY 2 &= 2| R B
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—
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SRELE AR j-’u{”i?%i FEI R RE S PETLESRS E L -
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Sub KPlindex() ' iFF T TEARE R

k =300
n =10 ' Number of attributes

m = 11 ' Conversion starts

‘OMBATEIE

"HEE> A
"< A4 EZE
'CAS>FER-$%
COHG < B4R — e

Cells(1 > m - 2).Value = "10D Move" '‘Bi-weekly data

Cells(1 > m-1).Value ="5D Move" 'weekly data

Cells(1, m).Value = "M22D MA"

Cells(1, m + 1).Value = "Q66D MA"

Cells(1, m + 2).Value = " Movelndex" ' m+2

Fori=1Tok ' Fg4RstE

Cells(i + 1, m - 2).Value =0
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Forj=1To 10" 10 Day index

Cells(i + 1, m - 2).Value = Cells(i + 1, m - 2).Value + Cells(i + j + 1, 2).Value

Next j

Cells(i + 1, m - 2).Value = (Cells(i + 1, m - 2).Value) / 10"

Cells(i+ 1, m-1).Value=0

Forj=1To5"'5 Day index

Cells(i + 1, m - 1).Value = Cells(i + 1, m - 1).Value + Cells(i + j + 1, 2).Value

Next j

Cells(i + 1, m - 1).Value = (Cells(i + 1, m - 1).Value) / 5"

Cells(i + 1, m).Value = 0

Forj=1To20 'Monthly 20Day index

Cells(i + 1, m).Value = Cells(i + 1, m).Value + (Cells(i + j + 1, 2).Value)

Next j
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Cells(i + 1, m).Value = (Cells(i + 1, m).Value) / 20 '

Cells(i+1, m+1).Value=0

Forj=1To60 '60 Day index (m+1)

Cells(i + 1, m + 1).Value = Cells(i + 1, m + 1).Value + (Cells(i + j + 1, 2).Value)

Next j

Cells(i + 1, m + 1).Value = (Cells(i + 1, m + 1).Value) / 60

Next i

B T = ]

Fori=kTo1lStep-1 ' ' "sp>5d,20d,60d"

©RHEEWEIS I LR [ERIE98 ETT - BIORE>5 H - 20 H - 60 H LR IEETEE - Al ARk
A AR R AVARAY o R A 4Ry -

KGRI (B B SR B4 B DA AR = P 5% e B (BRI >3% (AT 2885 3%~7%) » Wigk e K 4R BURE Ry N e
e 4nER FE24i N stock price >= 0.9 max.

If Cells(i + 1, 2).Value >= Cells(i + 1, m - 1).Value And Cells(i + 1, 2).Value >= Cells(i + 1, m).Value And
Cells(i + 1, 2).Value >= Cells(i + 1, m + 1).Value And Cells(i + 1, 2).Value >= 0.9 * Cells(i + 1, 7).Value And Cells(i
+1, 4).Value >= 3 Then

Cells(i+ 1, m+2).Value=1

Elself Cells(i + 1, m).Value >= Cells(i + 1, m + 1).Value And Cells(i + 1, m - 1).Value > Cells(i + 1, m).Value

And Cells(i + 1, 2).Value > Cells(i + 1, m - 1).Value Then
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Cells(i + 1, m+ 2).Value = 1

"6 HRSE PRI MIEkEE 26 RS ETH94R > 15 HEY 6 DP9 8UNTE H Y 6 HiS8) 1S
.

'S HAY 26 HRSEFERUNATE R 26 HRBE) 199 - BIE 6 HI4REL 26 H4RMY "SRRI -

Elself Cells(i + 1, m).Value <= Cells(i + 2, m).Value And Cells(i + 1, m - 1).Value <= Cells(i + 1, m).Value
And Cells(i + 1, m - 1).Value <= Cells(i + 2, m - 1).Value Then

Cells(i + 1, m + 2).Value = -1

" H<#E<H

Elself Cells(i + 1, 2).Value <= Cells(i + 1, m - 1).Value And Cells(i + 1, m - 1).Value <= Cells(i + 1, m).Value
Then

Cells(i + 1, m + 2).Value = -1

"HR<FHHEL 1

Elself Cells(i + 2, 2).Value >= Cells(i + 2, m + 1).Value And Cells(i + 1, 2).Value < Cells(i + 1, m + 1).Value
And Cells(i + 1, 7).Value < Cells(i + 1, m + 1).Value Then

Cells(i + 1, m + 2).Value = -1

Else

Cells(i +1, m+ 2).Value =0

End If

Next i
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'10 H TepA 2 H-4.5% DU 2 B HERHE > +5.000 00 2 IR - 25 HAY iR 2 5)-7.0% L) TR E #E
i +8.000LL 28 I 1%

"o T2 TElEREE-11.0% 00 N R BN > +14.0% D0 FRE HEHE - fEZUEITE T gHES R EE
CRBEENEHA BT > N eRTsEZ ETEREEL - K2 o fEZEETSE - Mg TR
K AT 2 S TR H A -

Cells(1, m + 3).Value = "Bias20D"

Cells(1, m + 4).Value = "Bias10D"

Cells(1, m + 5).Value = "BiasIndex™

bia=m + 5 ' reecord the bias location

Fori=1Tok

' Bias(m+5) Check 10-d and 20-d weighted moving average with the present stock price

Cells(i + 1, m + 3).Value = 100 * (Cells(i + 1, 2).Value - Cells(i + 1, m).Value) / Cells(i + 1, m).Value

22 F m BB
' Bias 10 days

Cells(i + 1, m + 4).Value = 100 * (Cells(i + 1, 2).Value - Cells(i + 1, m - 2).Value) / Cells(i + 1, m - 2).Value
10 H m BEh P4

Next i

Fori=kTo1Step-1
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If Cells(i + 1, m + 3).Value <= -7 Then ' Bias 20 days

Cells(i +1, m+5).Value=1

Elself Cells(i + 1, m + 3).Value >= 8 Then

Cells(i + 1, m + 5).Value = -1

'10 HEff i E]-4.5% LI R B HER > +5.0% L0 2 HIRH -

Elself Cells(i + 1, m + 4).Value <= -4.5 Then

Cells(i + 1, m + 5).Value = 1

Elself Cells(i + 1, m + 4).Value >=5 Then

Cells(i + 1, m + 5).Value = -1

Else

Cells(i+ 1, m+5).Value=0

End If

Next i

Cells(1, m + 6).Value = "DIF" 'm+6
Cells(1, m + 7).Value = "MACD" 'm+7

Cells(1, m + 8).Value = "MACD index" 'm+8
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Fori=1Tok

"MACD Check 10-d and 20-d weighted moving average with the present stock price

'DIF(m+6) =WMA 12 D -wma 26 D

Cells(i + 1, m + 6).Value = Cells(i + 1, m - 2).Value - Cells(i + 1, m).Value

"H%E MA10(m-2) - MA22(m)

Next i

Cells(k + 2, m+ 7).Value =0

Fori=1To k' MACD=DEM = DEM(i-1) x 0.8 + DIF x 0.2

' DEM (m+7)=MACD

Cells(k + 2 - i, m + 7).Value = Cells(k + 3 - i, m + 7).Value * 0.8 + Cells(k + 2 - i, m + 6).Value * 0.2

Next i

‘17 B B (DIF) : HfEECHEREBEFIRMACD) T ] R R (R ) - FF
BE PSR EMA)FTS Y2 HE(E DIF -

‘2. 7 DIF A _EZERE MACD B - JEMEHEVIA ¢ ' % DIF {¢ LfE T B MACD B - FEMEIRF R
BHVELEIE - ANETEREEY -

'3. ZEHEE(DIF) B ECF 8 RER IR (MACD)E 0 SifLUT > KEREEHZEAE; - 12 DIF A E28
B MACD I > JEMUFERYPE A e B E B

' % DIF [A NERB MACD B - W] {CE @b (E

"% DIF ~ MACD 5 BAR [E AT OB » — kT 5 S BTN B 2 (B AT OB » HLat ot B )
> #& DIF ~ MACD 5t BAR {&/]\f 0 %

"R R ZE BT (= Z (BN O B - ] Ry amailae) o

' FI4RIM = © DIF B MACD 427Kl 77 > H DIF i T L2748 MACD &(BNFE R BAR{EE 77
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ZEBKP) B R AR

' |22 DIF 82 MACD $57£ KTl 75 » L DIF Hi1 B T 2848 MACD S(ENFI %5 BAR {615 77 S8k
) o AR -

CPERITE 0 BARH N ELEZSHOK PR o AR R EAGREE > SCZ AR E HERSE
" RE R = E A S 0 (B MACD YGRS R = o EL R SR
'R R = (E A KRS - {5 MACD A AERE HER K5 HR B AGHSE -

Fori=kTo1 Step -1 'MaCD(m+8) to check the turnaround signal

'DIF > MACD DIF from-to+ when DEM >0

£ DIF [ 287 MACD I > JEME DA

If Cells(i + 1, m + 6).Value > Cells(i + 1, m + 7).Value And Cells(i + 2, m + 6).Value <= Cells(i + 2, m +
7).Value And Cells(i + 3, m + 6).Value <= Cells(i + 3, m + 7).Value Then

Cells(i+1, m+8).Value=1

Elself Cells(i + 1, m + 6).Value > Cells(i + 1, m + 7).Value And Cells(i + 1, m + 7).Value > 0 And Cells(i + 1,
m + 6).Value > 0 Then

Cells(i+ 1, m + 8).Value =1

"R R = (E R EHEES > {H MACD AR FERE HIRET RS - HRE AGHSE -

"Elself Cells(i + 1, m + 7).Value > Cells(i + 2, m + 7).Value And Cells(i + 1, 3).Value < Cells(i + 2, 3).Value <
0 And Cells(i + 2, 3).Value < Cells(i + 3, 3).Value <0 Then

Cells(i + 1, m + 8).Value = -1

'R E R = AR =G 0 {E MACD SR AERE B =BG - R e AR

Elself Cells(i + 1, m + 7).Value < Cells(i + 2, m + 7).Value And Cells(i + 1, 3).Value > Cells(i + 2, 3).Value >
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0 And Cells(i + 2, 3).Value > Cells(i + 3, 3).Value > 0 Then

Cells(i + 1, m + 8).Value = -1

'DIF < DEM DIF from + to - when DEM <0

% DIF & 1 TEkBE MACD By JEMCEIRF IR BRAYE B E - AT E i -

Elself Cells(i + 1, m + 6).Value < Cells(i + 1, m + 7).Value And Cells(i + 2, m + 6).Value >= Cells(i + 2, m +
7).Value And Cells(i + 3, m + 6).Value >= Cells(i + 3, m + 7).Value Then

Cells(i + 1, m + 8).Value = -1

‘Elself Cells(i + 1, m + 6).Value < Cells(i + 1, m + 7).Value And Cells(i + 1, m + 7).Value < 0 And Cells(i +
1, m + 6).Value <0 Then

" Cells(i + 1, m + 8).Value = -1

Else

Cells(i+ 1, m+ 8).Value=0

End If

Next i

'R 2RI RSI T ERBER R RS BlZ TIETAC Y ) o A E HERTE

Cells(1, m + 12).Value = "RSI index" 'm+12

rsi=m+ 12 ' key index
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' ESHA6 HDRSHELE 10%LL T - sERA(12 H ~ 24 H)RSIEAE 20%LA T - AIFREE T ERR A EREE -
= Ry B -

' ERII(6 H)RSIHEAE 90%2L > B HI(12 H ~ 24 H)RSI {EAE 80%LL I » AR i IR iR FE EIRAE -
Ry R

‘DL 6 H RSI{E A1 > 80 DL L AEE > 90 DL LB M G A= SR 20 AT A#EE > 10 LB W K AEES -
" TERCE AR o [EIEE RSI AR = BEEE - Ry > FARAE = B Ry e HERSE -
" EREE RS » RSIATHHEES - RII& 55 > 75 RSIRBIHTREL » A% E SR -

& 6 H RSIHTZR#E 12 H RS BBF - IR EES 0 2% 6 H RSI H FEH7 12 H RS R
BR3¢

g HEEOLE TS 1 3 H RSISS H RSI>10 H RSI>20 H RS » EARTATS RN ST « 228l
BZETETH -

RS LR BT - TR 5 - R - Y SR
B -

Fori=1Tok'RSI index (m+12)

Cells(i+1, m+9).Value=0

Cells(i + 1, m + 10).Value =0

Forj=1To12'12 Day RSI value

'12-day up

If Cells(i + j, 3).Value >= 0 Then 'B¥{g %

Cells(i + 1, m + 9).Value = Cells(i + 1, m + 9).Value * 11/ 12 + Cells(i + j, 3).Value * 1 /12

Else

"Cells(i + j, 3).Value <=0

Cells(i + 1, m + 10).Value = Cells(i + 1, m + 10).Value * 11/ 12 + Cells(i + j, 3).Value * 1/ 12

End If

Next j
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Cells(i + 1, m + 11).Value = Cells(i + 1, m + 9).Value * 100 / (Cells(i + 1, m + 9).Value - Cells(i + 1, m +
10).Value)

Cells(i +1, m+13).Value=0

Cells(i + 1, m + 14).Value = 0

Forj=1To6'6 Day RSI value

If Cells(i + j, 3).Value >= 0 Then

Cells(i + 1, m + 13).Value = Cells(i + 1, m + 13).Value *5 /6 + Cells(i + j, 3).Value *1/6

Else

"Cells(i + j, 3).Value <0

Cells(i + 1, m + 14).Value = Cells(i + 1, m + 14).Value * 5/ 6 + Cells(i + j, 3).Value *1 /6

End If

Next j

Cells(i + 1, m + 15).Value = Cells(i + 1, m + 13).Value * 100 / (Cells(i + 1, m + 13).Value - Cells(i + 1, m +
14).Value)

Next i

" 6 [ RSI(M+15)d F2538 12 FH RSI(m+11) 1 FR » a6 B Bk ;

'Sz & 6 H RSIH EEE 12 H RS T - A6 Ry EE -
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Cells(1, m + 15).Value = "RSI(6D)"

Cells(1, m + 11).Value = "RSI(12D)"

Fori=k+1To1Step-1'RSI 12 Day index (m+12)

' EFLIA(6 H)RSHEAE 10%LLT  BeRIH(12 H ~ 24 H)RSHELE 20%LL - AIFRAE T IERR Y EHIRAS -
e Ry EHER A -

" rsi <30 and turn up -buy
'If Cells(i + 1, m + 15).Value <= 10 And Cells(i + 1, m + 11).Value <= Cells(i + 1, m + 15).Value Then
If Cells(i + 1, m + 15).Value <= 10 Then

Cells(i+1, m+12).Value=1

‘Elself Cells(i + 1, m + 11).Value <= 20 And Cells(i + 1, m + 11).Value <= Cells(i + 1, m + 15).Value Then
Elself Cells(i + 1, m + 11).Value <= 20 Then

Cells(i + 1, m+ 12).Value = 1

" FEAEHA6 H)RSIHETE 90%2L | » SREHA(12 H ~ 24 H)RSIELE 80%L/ I » RIF RAG T IERE AR E L

"rsi >80 and turn dowmn -sell

‘Elself Cells(i + 1, m + 15).Value >= 90 And Cells(i + 1, m + 11).Value >= Cells(i + 1, m + 15).Value Then
Elself Cells(i + 1, m + 15).Value >= 90 Then

Cells(i+1, m+ 12).Value = -1

"Elself Cells(i + 1, m + 11).Value >= 80 And Cells(i + 1, m + 11).Value >= Cells(i + 1, m + 15).Value Then
Elself Cells(i + 1, m + 11).Value >= 80 Then

Cells(i +1, m+ 12).Value=-1
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Else

Cells(i + 1, m+ 12).Value =0

End If

Next i

' Confused m+13, m+14, m+15 so move forward m=m+3 revised in 2014-06-11

'DMI MG &34 7575 > DI BIERIREE - WP ERERAVESS -

EWRHIERE > RIS EE LRI - HAES RRREST HAVREE « R(EE R E = ERAEhE
IZARNCIE S o i GOPNE Uiy 7 Gt < SEa g

Cells(1, m + 21).Value = "DMI"

Fori=1Tok+1'DSI index (m+21)

Cells(i + 1, m + 13).Value = 0

Cells(i + 1, m + 14).Value =0

' SP Highest price >= yesterday HP +DM

If (Cells(i + 1, 7).Value - Cells(i + 2, 7).Value) > (Cells(i + 2, 8).Value - Cells(i + 1, 8).Value) Then

Cells(i + 1, m + 13).Value = Cells(i + 1, m + 13).Value + Cells(i + 1, 7).Value - Cells(i + 2, 7).Value

Elself (Cells(i + 1, 7).Value - Cells(i + 2, 7).Value) < (Cells(i + 2, 8).Value - Cells(i + 1, 8).Value) Then

' SP Lowesr price <= Yesterday LP -DM

Cells(i + 1, m + 14).Value = Cells(i + 1, m + 14).Value + Cells(i + 1, 8).Value - Cells(i + 2, 8).Value
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End If

' Temporary value for Ht-Ct-1, Lt-Ct-1, Ht-Lt
Cells(i + 1, m + 16).Value = Cells(i + 1, 7).Value - Cells(i + 2, 2).Value
Cells(i + 2, m + 16).Value = Cells(i + 1, 8).Value - Cells(i + 2, 2).Value

Cells(i + 3, m + 16).Value = Cells(i + 1, 7).Value - Cells(i + 1, 8).Value

" Obtain True range

If Cells(i + 1, m + 16).Value >= Cells(i + 2, m + 16).Value And Cells(i + 1, m + 16).Value >= Cells(i + 3, m
+16).Value Then

Cells(i + 1, m + 15).Value = Cells(i + 1, m + 16).Value

Elself Cells(i + 1, m + 16).Value <= Cells(i + 2, m + 16).Value And Cells(i + 2, m + 16).Value >= Cells(i + 3,
m + 16).Value Then

Cells(i + 1, m + 15).Value = Cells(i + 2, m + 16).Value

Else

Cells(i + 1, m + 15).Value = Cells(i + 3, m + 16).Value

End If

Next i

Cells(1, m + 19).Value = "DI+"

Cells(1, m + 20).Value = "DI-"

Fori=1Tok'DSIDM
Cells(i +1, m + 16).Value =0
Cells(i + 1, m + 17).Value =0

Cells(i +1, m + 18).Value =0
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Forj=1To 14'14 Day DM+(m+13) and DM-(m+14) TR(m+18)

Cells(i + 1, m + 16).Value = Cells(i + 1, m + 16).Value * 13/ 14 + Cells(i + j, m + 13).Value * 1/ 14

'+DM14

Cells(i + 1, m + 17).Value = Cells(i + 1, m + 17).Value * 13/ 14 + Cells(i + j, m + 14).Value *1/ 14
'-DM14

Cells(i + 1, m + 18).Value = Cells(i + 1, m + 18).Value * 13/ 14 + Cells(i + j, m + 15).Value * 1/ 14
"TR14

Next j
Cells(i + 1, m + 19).Value = 100 * Cells(i + 1, m + 16).Value / Cells(i + 1, m + 18).Value ' +DI114
Cells(i + 1, m + 20).Value = -100 * Cells(i + 1, m + 17).Value / Cells(i + 1, m + 18).Value ' -DI14
Next i

I R L L L e e S S R R 2 S S S S S o o S S 2 2

Cells(1, m + 22).Value = "DX"

Fori=1Tok'

‘DX

Cells(i + 1, m + 22).Value = 100 * Abs(Cells(i + 1, m + 19).Value - Cells(i + 1, m + 20).Value) / (Cells(i + 1,
m + 19).Value + Cells(i + 1, m + 20).Value) 'ADX 14 D

Next i

L OEAEIE

"ADX>30 =>H#EaY

' ADX <20 =>EA#E
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Cells(1, m + 23).Value = "ADX" 'm+23

Fori=1Tok"

'ADX

Cells(i + 1, m+ 23).Value =0

Forj=1To 10'10 Day

Cells(i + 1, m + 23).Value = Cells(i + 1, m + 23).Value * 9/ 10 + Cells(i + j, m + 22).Value * 1/ 10
'ADX 10D

Next j

Next i

' 3IKHTTRER(D)-- BRI E L3R NERITRIAVIEHE - BL +DI For EF T AHERE > Ryt N HNE
PR EaRAVEE oL

DL - DI RO MERDT RFERE > RyiedE N HNERE MERIVEIE 5Lk -
'+DI =+ DM N HF#9 / TRN H P4

'-DI=-DMN H¥#9 / TRN H¥44

Fori=1Tok 'DI+ DI-to check the turnaround signal

'DI+ > DI-DIF from-to+ BUy

If Cells(i + 1, m + 19).Value > Cells(i + 1, m + 20).Value Then

Cells(i+1, m+ 21).Value=1
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‘DI+ < DI- DIF from + to - Sell
Elself Cells(i + 1, m + 19).Value < Cells(i + 1, m + 20).Value Then

Cells(i +1, m+21).Value=-1

Else

Cells(i + 1, m+ 21).Value =0

End If

Next i

'ADX ] {E Ry TR A HRAVHIE (/% - E1TIRABEHRE TR TH - ADX BEE G&#E LIt -
EITIEZ IR > ADX & +DI1 B-DI {fRER -

' % ADX A (KRS 20 » ARG DI 4] » SRR @ ARG, © BEIF R A TERZ IR DR R TR Y
R

& ADX FidifmEiy - (AREBESEEES AN EIRSHRIE - RITHE At E g -
' & ADX fEEE BT Ry IR > AMREAT ISR R -

WIS 10 H ADX #3402 BFt - 11 BEASAE BMA 7 b » KIEgE R
IR 10 H ADXEEAE BT o 1 ELERSAE SMA Z T KIERBUREE (& -

ERREEURAE K &RIE T - AT DURE R R BB BAR 58S » ] LSRR M ERS BRG IIE 4RI B R (%
WERBAEUHK T AREUR—(EERS&SE TR -

Cells(1, m + 24).Value = "ADX index"  'm+24

Fori=1To k' Check if Sp> 5-d Weighted moving average(m+1)

" Mono direction + 5 H43H1 10 H4R{E38 8

If Cells(i + 1, 2).Value >= Cells(i + 1, m - 1).Value And Cells(i + 1, 2).Value >= Cells(i + 1, m - 2).Value And
Cells(i + 1, m + 23).Value >= 30 Then

Cells(i + 1, m + 24).Value = 1
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DI FRR BT EERE > Rl N HNERR EARAVETE 5 57EE

Elself Cells(i + 1, 21).Value = 1 And Cells(i + 1, 2).Value >= Cells(i + 1, m - 2).Value And Cells(i + 1, m +
23).Value >= 30 Then

Cells(i+1, m+24).Value=1

Elself Cells(i + 1, 2).Value < Cells(i + 1, m - 1).Value And Cells(i + 1, 2).Value < Cells(i + 1, m - 2).Value
And Cells(i + 1, m + 23).Value >= 30 Then

Cells(i +1, m + 24).Value = -1

DL - DE RS R T [EHERE - Ryfedt N HNE RS NERAVBIE H ot

Elself Cells(i + 1, 21).Value = -1 And Cells(i + 1, 2).Value <= Cells(i + 1, m - 2).Value And Cells(i + 1, m +
23).Value >= 30 Then

Cells(i + 1, m + 24).Value = -1

Else

Cells(i + 1, m + 24).Value =0

End If

Next i

' KD index

" K{EAH D1E - BUR B AE R BRI HI@ES - BhH > 5 K &R ME EZE0 D 4% > AIFORTTIRER -
&R E R - F D ERKGETETE 20%LL ) FoR RN EE RS - &R B TR -

V& DEKR KE , BURHAIRVEEAR R TS, R, 3 K &R B TR D &% AR TS AT e
Bk - B E WE - & D ERS(EEE 80%2L L) Tt N EIRRE - &R 8 R -

VE KGUERIAEEN PEREEEENSE , TonfTIE I ReEEe bk, & i EEBAH = RlHT K
(B, KD SGERAERHT = BRI, TREEA(EESSHIR SRR - Ry B HE B L AR -

Cells(1, m + 25).Value = "RSV-9D"
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Fori=1Tok-8"'Check Min -8, max -7

Set myRange = Range(Cells(i + 1, 8), Cells(i + 9, 8))

Call minND(myRange, minD)

Set myRange = Range(Cells(i + 1, 7), Cells(i + 9, 7))

Call maxND(myRange, maxD)

' Raw Stochastic Value

Cells(i + 1, m + 25).Value = 100 * (Cells(i + 1, 2) - minD) / (maxD - minD) 'RSV9D
100*(B2-MIN(H2:H10))/(MAX(G2:G10)-MIN(H2:H10))

Next i

| OEEIERE
' HKD —SRERER > K> D RiEE e Lrelt - K <D RFRERR T iukk -

" EK D — GRS » K > D AP GERRA FRALE - K <D APGIERaN T -

o

N

' AKD - R&EEER > K> D RRGEEA LA - K <D BRGEZRR Tk

:

Cells(1, m + 26).Value = "K9"

Cells(2 + k, m + 26).Value = Cells(k + 1, m + 25).Value

Fori=1To k' Check Min -8, max -7

Cells(k - i +2, m + 26).Value = Cells(k - i + 2, m + 25).Value / 3 + Cells(k - i + 3, m + 26).Value *2/3
=(AJ2/3+AK3*2/3)

Next i
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Cells(1, m + 27).Value = "D9"

Cells(2 + k, m + 27).Value = Cells(k + 1, m + 25).Value

Fori=1To k' Check Min -8, max -7

Cells(k - i+ 2, m+27).Value = Cells(k - i + 2, m + 26).Value / 3 + Cells(k - i + 3, m + 27).Value * 2/ 3

Next i

CFRATIEE — EIA B YRES - EEh K 4R 81 D &Ria) BT o ATRESBHAGESE - Al SES) K {EEL D H
{15 K {EBROE D - LEH A Rk BARETT -

VE KEKXP DE - BURHATRE AR ARESS - IR b K 15 E2en D 4R - B A EEGE -
"E DEAR KE - BURHATZ R NS - NIRRT & K SR B D 4% > RN A3 RSt -

A K 4REL D &RAYESE > ZAAE 80 LLE > 20 UN(—55 70 ~ 30 ¢ W R AR KL TS M R sa ) - 3Hafk
A IEME -

' KEAR 80 » D EARS TORS » R HUCR BRI RS2 (TS, » B A RS
' KE/I 20 0 DE/ING 30 » R E E OB (RIS (RS » B A B BHRAS -

' DEBKE 15 LU TR BRI ARE S - HAE ARG & D (A2 85 DL LI » Bk A
BRI RE o B R -

ERSAETE BT, 1T KD RA IS, MRer B e, TRENR v RE SR EE SATK -

Cells(1, m + 28).Value = "KD index" 'm+28

Fori=k To 1 Step -1'K -D index

If Cells(i + 1, m + 26).Value > Cells(i + 1, m + 27).Value And Cells(i + 2, m + 28).Value >= 0.5 Then

Cells(i +1, m+ 28).Value =1

Elself Cells(i + 1, m + 26).Value <= 30 And Cells(i + 1, m + 27).Value <= 30 And Cells(i + 2, m + 26).Value
< Cells(i + 2, m + 27).Value And Cells(i + 1, m + 26).Value > Cells(i + 1, m + 27).Value Then 'K-D Golden
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index

Cells(i + 1, m + 28).Value = 0.5

Elself Cells(i + 1, m + 26).Value < Cells(i + 1, m + 27).Value And Cells(i + 2, m + 28).Value <= -0.5 Then
'K-D death index

Cells(i + 1, m + 28).Value = -1

Elself Cells(i + 1, m + 26).Value >= 70 And Cells(i + 1, m + 27).Value >= 70 And Cells(i + 2, m + 26).Value

> Cells(i + 2, m + 27).Value And Cells(i + 1, m + 26).Value < Cells(i + 1, m + 27).Value Then 'K-D death index

Cells(i + 1, m + 28).Value = -0.5
Else
Cells(i + 1, m + 28).Value =0

End If

Next i

xxxxx

Kk hk hhk

Cells(1, m + 29).Value = "WillamR%"

'=100*(MAX(G20:G24)-B20)/(MAX(G20:G24)-MIN(H20:H24))

Fori=1Tok'Check

Cells(i + 1, m + 29).Value = 100 - Cells(i + 1, m + 25).Value '100-RSV 9D

Next i

' RIS 0 & PSY KB 15 B - (AR EIREFRAVHRES I S BEEB AN/KE - itk @R ZEiE
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1 > GE (B B R i Ay AT RE MR

' PSY/NRY 251 0 (AR PR ARVRRE S SRR EAVHIEE - thitERERE T EEE
IEEHF FE B AR SR R i e -

Cells(1, m + 31).Value = "PSY-12D"

Cells(1, m + 32).Value = "PSY index"

Pi=m+ 32
Fori=1Tok 'PSY index M+32
Cells(i+1, m+ 31).Value =0

Forj=1To 12'12- day up counts

If Cells(i + j, 3).Value > 0 Then 's/p up or down rate

Cells(i + 1, m + 31).Value = Cells(i + 1, m + 31).Value + 1
End If

Next j

Cells(i + 1, m + 31).Value = 100 * Cells(i + 1, m + 31).Value / 12
Next i
Fori=kTo 1 Step -1'PSY check M+32
' PSy check
If Cells(i + 1, m + 31).Value >= 75 And Cells(i + 2, m + 32).Value <= -0.5 Then

Cells(i + 1, m + 32).Value = -1

Elself Cells(i + 1, m + 31).Value >= 75 Then
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Cells(i + 1, m + 32).Value = -0.5

Elself Cells(i + 1, m + 31).Value <= 25 And Cells(i + 2, m + 32).Value >= 0.5 Then

Cells(i+1, m+32).Value=1

Elself Cells(i + 1, m + 31).Value <= 25 Then

Cells(i + 1, m + 32).Value = 0.5

Else

Cells(i + 1, m + 32).Value =0

End If

Next i

"William index

E 12 H%R [ERRY 80 - (ARAE T 2FEETIG - BEMERE - 2 - & 12 H%R {E/Nk 208 - Bl
FHEEIHRIG - Ry B R -

"E 12 H%R i E & A B o AREERITHER LEREIEE - 12 H %R ZER LR (S0) i - AAURITIE RS
wi5R > HIEREE -

'Rz o 8 12 H%R B EEE TR - HERB P ELR(S0)E; - (R TSRS - "Bk -

E R ERRAE 0 12 H%R {H% % 80 ~ 100 [ - HSZGHRF—XZER¢ 80 ~ 100 Z [ - fii% Y 20 ~ 80 i -
IR B AR

'Rz EREEMRERE 0 12 H%RENTY 0~20 2R > H[EFERF—X B 0~ 20 2 &I, - 1% 20 ~
801 » HIl B BT LHARS 6 -

Cells(1, m + 30).Value = "WillamR%"

Fori=kTo 1 Step -1 ' Willam index M+30
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If Cells(i + 1, m + 29).Value >= 80 And Cells(i + 2, m + 30).Value >= 0.5 Then

Cells(i +1, m+30).Value =1

Elself Cells(i + 1, m + 29).Value >= 80 Then

Cells(i + 1, m + 30).Value = 0.5

Elself Cells(i + 1, m + 29).Value <= 20 And Cells(i + 2, m + 30).Value <= -0.5 Then

Cells(i + 1, m + 30).Value = -1

Elself Cells(i + 1, m + 29).Value <= 20 Then

Cells(i + 1, m + 30).Value = -0.5

Else

Cells(i + 1, m + 30).Value =0

End If

Next i

End Sub
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