A Quasi-Three-Dimensional Allocation Algorithm
for Space Scheduling Problems

By
Shiuan-Wen Chiou

Advisor: Dr. Chyuang Perng
Dr. Yi-Chiuan Lai

A Thesis

Submitted to the Institute of Industrial Enginegrand Enterprise
Information at Tunghai University

in Partial Fulfillment of the Requirements
for the Degree of Master of Science
in
Industrial Engineering and Enterprise Information

June 2009
Taichung , Taiwan , Republic of China



¢

o ., — 42 - R0 iR R R
1P RN W20 L -NE=

ERe = N R TR e x )

I S LY
sl A AL
i A LA

= A K 4 + N~ F 2



A Quasi-Three-Dimensional Allocation Algorithm
for Space Scheduling Problems

Student: Shiuan-Wen Chiou Advisor: Dr. Chyuang Perng
Dr. Yhian Lai

Department of Industrial Engineering and Enterphigermation
Tunghai University

ABSTRACT

A space scheduling problem is an important issue of work efigidar high-tech
equipment manufacturers. The existing approaches to solve a spadelisghproblem
always cause orders (jobs) to be completed too late or toa #abigngs huge financial
penalties to manufacturers.

In this study, the purpose of this research is to find a schedul®tal penalties (early
and tardy penalties) for a space scheduling problem. A new sgflacation algorithm,
namely, Quasi-Three-Dimensional Space Allocation Algorithm (QTD&ag developed. We
compared its performance for different performance indicatots thdse of the Northwest
Algorithm (NWA) and Longest Contact Edge Algorithm (LCEA) Oiferent dispatching
rules.

In addition, randomized block designs and factorial designs were erdploye
statistical analysis. The results demonstrated that the QT®®Wre effective than the other
space allocation algorithms in reducing total penalties. It ladsobetter performances for
some other performance indicators (i.e. number of early jobs andetotaless) than the
other algorithms. The performance of the QTDSA and the otherithlgps are about the
same for the other performance indicators (makespan, numbedypfjdhs, total tardiness
and space utilization). In the final part of the research, sugbekspatching rules and
suggested space allocation algorithms for each performance indicatalseepgovided.

Keywords: Scheduling problems, Quasi-Three-dimensional, Space allocation,
Space scheduling problem, Dispatching rules, Early and tardy penalty
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Chapter 1 Introduction

1.1 Background

In recent years, the high-tech industries of Tailwave had an outstanding
performance in the international environment. ldesrto reduce production
costs, the high-tech industries, such as TFT-LCBir(Film Transistor-Liquid
Crystal Display) and semiconductor manufacturerggabhe to purchase
automation equipments and parts of non-critical ufecturing equipments
from local manufacturers. For these equipment neotufers, the building
expenses of a factory are much higher than trawditiomachinery manufacturers.
In addition, a huge space is needed for machinssgrably. Therefore, the
space of the shop floor becomes a very importasburee. Because the
machines for high-tech equipments are huge aneamt to move, utilizing the
space of the shop floor efficiently becomes a S$icgmt issue.

In Taiwan, most high-tech equipment manufacturengdule orders (jobs)
in a manual way. The production personnel decidecuence for handling jobs
and appropriate working spaces by themselves. Bhedling and space
allocation of a large number of orders is too cooséd. The production
personnel have no idea how to do these efficieitigy need a useful rule and
tool which can help them solve the complex scheduproblem quickly and
efficiently. Pernget al (2007, 2008a, 2008b, 2008c, 2009) defined it sgaze
scheduling problem and indicated that the job secei@nd space allocation of
jobs will determine the performanoéa schedule.

1.2 Motivation for theresearch

In the space scheduling problem, the machine adgemiicess requires a
certain amount of complete space on the shop fifotire factory for a period of
time. The sizes of the shop floor and machines deliermine the number of
machines which can be assembled simultaneoughe Ifactory has not enough
space to contain a new arrival job, the new jobtnagst for a space which is
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currently occupied by existing jobs to become a@dd. As shown in Figure 1.1,
job D2 can’t be assigned into the factory due maited space and has to wait
until other jobs on the shop floor are completadgufe 1.2 shows that job B1 is
done and left and there is enough space to cojghi®?2. In this research, we
assume that the shape of spaces required by allsoigirectangular.

D2 D1 !

Bl i

Shop Floor

T

Figure 1.1 An example of space constraints

D2 D1

Figure 1.2 Allocation of a new order

According to previous literature (Peregal, 2007, 2008a, 2008b, 2008c,
2009), we found that the existing allocation apphes for the space scheduling
problem always cause jobs to be completed toodateo early. If orders are
completed too early, the manufacturer has to finolaespace to store those
finish products until the due date. If orders ammpleted too late, the
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manufacturer will not only have to pay financiahpkies but also damage its
reputation.

1.3 Objectives of the research

Both tardy and early jobs bring financial penalttesmanufacturers. In
order to reduce early and tardy penalties (i.altpenalties), an approach to
solve this problem must be developed.

The objectives of this research are to minimizettital earliness and total
tardiness in a space scheduling problem. A newespdlocation algorithm,
namely, Quasi-Three-Dimensional Space Allocatiogofithm (QTDSA) will
be developed. We will compare performance measurEnenamely,
makespan, total tardiness, total earliness, sptiication, the number of tardy
jobs, and the number of early jobs, among the Naethh Algorithm’s (NWA),
Longest Contact Edge Algorithm’'s (LCEA), and ouoposed QTDSA. In
addition, suggestions will be made under diffesm@narios for management.

1.4 Organization of thisThesis

The remainder of this dissertation is organized six chapters. In Chapter
2, previous work related to this research is reegwChapter 3 introduces
research methodology. It includes descriptions o) Three-Dimensional
Space Allocation Algorithm. Chapter 4 describes design of experiments.
Chapter 5 presents results and discussions. Thehale the results obtained
from QTDSA and comparisons among different allaoatalgorithms. Finally,
conclusions for this research are presented in €hép



Chapter 2 Literature Review

Space scheduling problems are scheduling problertis limited space
capacity. In this chapter, we will first reviewdratures for scheduling problems.
Next, space allocation approaches in the previessarches will be examined.
In the final section of this chapter, literaturetated to the objectives of this
study (i.e. early and tardy penalties) and previosasearches for space
scheduling problems will also be reviewed.

2.1 Scheduling Problems

Pinedo (2002) defined that the goal of productiamesiuling is to
maximize the efficiency of the operation and redaosts. Chretiennet al.
(1995) defined a scheduling problem as a triplgg | y. Thea field describes
the resource environment. TRefield shows characteristics and constraints of
production processes. Thefield is the objective of the scheduling problem.
Hayneset al. (1973) proposed three heuristic rules in producsequencing
and examined their effectiveness. In their reseafrady scheduled jobs in a
single production facility. The objective was tonmize the downtime due to
setup changes. This research indicated that jolneseg could affect the
scheduling performance.

Axelrod (1976) found that each job has its subrarssime in a computer
system. If a job can not acquire the resourceqgtires, it will be held until a
completion of a previous job. It can be defined aasesource-constrained
scheduling problem. Machines and process flows weteconsidered in this
problem. In their research, sequencing rules wése developed for solving
this problem. Hardiret al. (2008) proposed a time-indexed formulation for a
resource-constrained scheduling problem. In thdlpro, each job’s resource
requirements were constant over its processing. tirhe effectiveness of this
formulation was also proved in their research.

The other factors for scheduling problems are dwpag rules.
Dispatching rules play an important role in detenmgy the sequence of jobs.
Holthaus and Rajendran (1997) stated that dispagchules normally help
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determine which job should be processed when tlalhima becomes free. They
also categorized dispatching rules into four cfasgions as follows. (1) The
rules based on process time, such as SPT (shprtestss-time rule) and LPT
(longest process-time rule) belong to this categ@®@)y The rules based on due
date, such as EDD (earliest due date) belongs i® dategory. (3) The
combinative rules, for example, least slack ruletgs to this category. (4) The
rules which are neither process-time based nordate-based, for instance,
WINQ rule (total work-content of jobs in the quenfenext operation of a job)
belongs to this category. Pugazhendhi (2004) stitadthe performance of a
dispatching rule would be influenced by variousapaeters. He also proposed
that no single rule has been found to be the lmestlf conditions. Mizrak and
Bayhan (2006) investigated the performance of desag rules in a real-life
job shop environment. They compared dispatchingsrahd provided suggested
rules which were effective for this type of systerfike rules includes FCFS
(first come first serve), SPT (shortest processimg), WSPT (weighted SPT),
WLWKR (weighted least work remaining), EDD (eartiedue date), MDD
(modified due date), SLACK (least slack), CR (catiratio), SIOPN (slack per
remaining operation), MDSPRO (modified slack pema@ing operation),
S/RPT (slack per remaining processing time), ODIpefation due date),
OSLACK (operation slack), OCR (operation criticaltio), ATC (apparent
tardiness cost), COVERT (cost over time), SB (stuftottleneck) and WINQ
(work in next queue). They also provided guidancedétermine effective
dispatching rules for this job shop scheduling peobin their research. In this
study, four typical dispatching rules (SPT, LPT, A8 and EDD) were
employed with space allocation algorithms for sped®eduling problems.

2.2 Space allocation problems

In this study, the space allocation approach is als important factor
which will affect the utilization of the shop floam a factory. Space allocation
problems are extensively related to many scienodlems, such as printed

circuit board design, layout design of buildingsmputer memory control, and
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warehouse problems. Space allocation problems earotked back on a
knapsack problem. This problem supposes that ar hilas to fill up the

knapsack by selecting among various possible abjadtich have different
weights and values, and he or she should maxiriz¢ talue of the knapsack
without unacceptable total weight (Martello andl01990). Dantzig (1957)
gave an efficient approach to determine the saiutiahe continuous relaxation
of the problem, and he started a serious studyhenkhapsack problem.
Gilmore and Gomory (1965) investigated the dynapmmgramming approach
for the knapsack problem and other similar problejofinson (1973) proposed
heuristic algorithms for finding approximate sotuis to various polynomial
complete optimization problems including the knajgaroblem.

In space scheduling problems, the jobs on the dlmpr change at
different time. It is similar to the dynamic layoptoblems (DLP). Ereét al.
(2003) defined the dynamic layout problem as thwiatbn where the
alterations of the traffic among the various umitthin a facility occurred over
time. Its objective was to determine a layout facle period and minimize the
total material flow and the relocation costs. Thm@pposed a new heuristic
scheme to solve this problem. Balakrishiral. (2003) found that an optimal
solution method based on dynamic programming caih sodve the large
dynamic plant layout problems (DPLPs) practicaBp they created a hybrid
genetic algorithm based on the use of genetic igos and proved this
proposed algorithm was effective for the probler@sinker et al. (2005)
combined dynamic programming with genetic searcd proposed a new
algorithm for solving a dynamic facility layout griem. A model which can
deal with the problem of unequal sizes that mayngkaform in different
periods was described in their research. Mckerahall Shang (2006) developed
hybrid ant systems (HASs) for the dynamic faciliéyout problem (DFLP).
They used two data sets which were from the liteeato test the performance
of the meta-heuristics. The efficiency of the HABE solving the DFLP was
proved in their research.

In a space scheduling problem, orders which arerogpiate to be

assembled at the same time are assigned on thdlsbhops many as possible.
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It is similar to a bin packing problem or a con&itoading problem (CLP). A
bin packing problem determined how to put the nofxgtcts in the least number
of fixed space bins. More formally, a partition assignment of a set of objects
was found such that a constraint was satisfiednoolgjective function was
minimized (or maximized) (Johnson, 1974). Sledi®80) developed a bin
packing problem into a 2D bin packing problem amdppsed a 2.5 times
optimal algorithm to solve it. Ikoneat al. (1997) investigated a unique 3D
bin-packing problem with non-convex parts havingeBoand cavities and
employed a genetic algorithm (GA) as the solutippraach for it. Lewiset al.
(2005) developed a distributed chromosome gendgiarithm to improve the
genetic algorithm for rapid prototyping (GARP). Tihebjective was to reduce
the execution time of GARP for the 3D bin packingplggem. They used
multiple CPUs to help solve the problem and ingegé the efficiency of this
distributed GA. Bischoff (2006) focused on the depeent of a new heuristic
approach for a 3D bin packing problem where thgadiad varying degrees of
load bearing strength. The results demonstratedtii@aapproach was better
than other approaches which had been proposedifoptoblem. Sciomachen
and Tanfani (2007) investigated the approach tomopt stowage plans for
containers in a ship. It is a master bay plan gmob{MBPP). They made use of
the relation with the 3D bin packing problem to éley a heuristic method for
this problem. Their objectives were to minimize ti¢éal loading time and
maximize the efficiency of the quay equipment. Rogér and Raidl (2007)
proposed new integer linear programming formulaiamich included models
of a restricted version and an original version fidre three-stage
two-dimensional bin packing problem (2BP). The ekpents of their research
documented the benefits of the new approaches.mdael of the restricted
version could obtain near-optimal solutions quickiyhd the model of the
unrestricted version was more expensive to obtagn domputation. Gehring
and Bortfeldt (1997) proposed a genetic algoritlansolve the CLP. They
produced a set of box towers from a strongly hegmeous set of boxes and
arranged the box towers into a single containeror@itg to a given

optimization criterion. They demonstrated that 8% was efficient for the CLP
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by comparing the GA and several other procedurkey. £002) used a greedy
heuristic and improved it by a tree search for isglthe heterogeneous single
and multiple container loading problems. In theea#sh, he also considered
load stability and weight distribution within thertainerBortfeldt et al. (2003)
developed a parallel tabu search algorithm basdati@roncept of multi-search
threads for a CLP with a single container. In tmegearch, they focused on the
case of a weakly heterogeneous load. The perforenahche algorithm was
demonstrated by comparing it with other loadingcpdures from the literatures.
Lee and Hsu (2007) stated that pre-arrangemeiieoédntainers could improve
the operational efficiency which was affected by theed to re-shuffle
containers so they developed a mathematical modelinimize the number of
container movements for the container pre-marsitallproblem. Several
possible variations of the model are also discussékeir research. Cumulative
resource constrained job scheduling problem (CRELJ8#s applied to a
container loading problem (Kovacs and Beck, 200B). their integer
programming mathematical model, the boxes musteddoated inside the
container, and an overlap must not occur betweeaeddl hey proved that the
model was efficient for reducing the search spacel it could find better
solutions or the same solutions faster.

Some layout researches are also highly relatedhisostudy. Tsaket al.
(1993) developed a standard mixed 0-1 integer pragrng model for the
three-dimensional pallet loading problem. Barbosaeet al. (2001) proposed
a mathematical model to optimize the two-dimendidagout of industrial
facilities by minimizing the connectivity cost. Aikéd-Integer Linear Problem
(MILP) was developed in their research. In the MIbihary variables which
characterized topological choices and continuoumbies which described the
distances and locations were presented. Barbosaafet\al. (2002) converted
and extend a Mixed Integer Linear Programming (MItf&mulation which
they had proposed for a two-dimensional layout |gmobto solve a 3D
multi-floor continuous space layout problem. A eétrepresentative examples
was used to demonstrate the applicability of thedel.

However, this research found that a space schedplinblem has two
8



characteristics which make it differ from other epallocation problems. One
of the characteristics is that each order has ih ®pace requirement and
appropriate time when order can be assembled withoy penalties in a space
scheduling problem. The other characteristic ig tha purpose of the space
scheduling problem is to determine a schedulingeseh to optimize
performance measurements instead of only choodmects to optimize the
space utilization.

2.3 Early and Tardy Penalties

The earliness and tardiness (ET) problem was catle minimum
weighted absolute deviation problem previously luhthas been referred to as
the ET problem in about 1990 (Ahmed, 1990). Liawo94) applied a
branch-and-bound algorithm to minimize the sum @ighted earliness and
weighted tardiness without considering machine tdie for the problem of
scheduling a given set of independent jobs on glesimachine. Wan and Yen
(2002) believed that either a tardy job or an e@ly broughtextra costs in
just-in-time (JIT) manufacturing. The objective @tion of a schedule should
include both job earliness and tardiness as pesalln their research, a tabu
search (TS) procedure was used with the optimahgralgorithm to find final
schedules for minimizing total weighted earlinessl dardiness in a single
machine scheduling problem. Lauff and Werner (208¥tend the objective
function to multi-stage environments frasingle-stage scheduling problem by
two main approaches they proposed. In their rebeafcthe jobs were
completed early, the intermediate storage cost® weought. Their research
was a starting point to develop appropriate alpgorg for multi-stage
scheduling problems with earliness and tardinesslpes. Thiagarajan and
Rajendran (2005) found that the jobs which werepletad early must be held
as finished-goods inventory until their due datesmany manufacturing
systems so earliness costs were incurred. Similtrey tardy completions of
jobs brought penalty. They minimized the sum ofieass and tardiness of jobs

by the dispatching rules because earliness anthéssi of the jobs influenced
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the performance of a schedule with respect to @@sitlyin dynamic assembly
job-shops. Pathumnakul and Egbelu (2006) statetdathab in the shop had a
tree product structure consisting of componentssamidassemblies which may
need additional processing until the end product wasembled. In their
research, a heuristic was developed to minimizing weighted earliness
penalty in assembly job shops. Schaller and Gufi88) developed a heuristic
algorithm based on the concept which grouped jotasfamilies to let orders as
close as possible to their due dates on a singbdima with family setup times.
Their objective was minimizing total earliness dadldiness of jobs. Su (2009)
stated that the total earliness and tardiness adocbmmon due date are
minimized according to the minimum total flow tinte an identical parallel
machine system. He proposed a streamlined bin&egen programming model
and proved that the model outperformed the existipigmization algorithm for
the problem.

The purpose of the earliness and tardiness proldeim force jobs to be
completed as close to their due dates as poss#ulaube both early and tardy
penalties bring commercial cost. The idle timels® a factor which needs to be
avoided for machines with high operating costs bsedhe cost of keeping the
machine running is higher than the earliness caslerby completing a job
early. In this study, high-tech equipment manufest focus their work on
assembling large machines on a shop floor. Idle tivas not an effective factor
on the whole problem so the loss of idle time waisconsidered.

2.4 Space Scheduling Problems

Pernget al. (2007, 2008a, 2008b, 2008c, 2009) defined a jdlechaling
problem with space resource constraints as a ssgEm™uling problem. It is a
newly risen research, and it includes several @iffestudies such as resource
constraint, scheduling and space allocation proble/ space scheduling
problem is different from other scheduling or spam®cation problems,
appropriate approaches need to be developed fefysag different objectives.

There are few literatures about solving space sdhmed problems.
10



However, these researches have rudimentary achentsnPernget al. (2007)
proposed two new dispatching rules, namely, snpalte requirement first (SSR)
and large space requirement first (LSR), to sol\space scheduling problem.
They also developed the Northwest Algorithm to ke jobs on the shop floor.
A space scheduling problem with space obstaclespn@sosed (Perngt al,
2008a) later. The obstacles represent pillars laadpace which can not be used
on the shop floor. Perrgg al. (2008b) applied container loading problem (CLP)
heuristics into a space scheduling problem. Petrad. (2008c) proposed a new
algorithm based on NWA, namely, Longest ContacteEAlgorithm (LCEA). It
was more efficient than NWA for obtaining betterfpemances. Perngt al.
(2009) developed an algorithm, Northwest cornerrcdgag algorithm to
schedule jobs into the shop floor. The objectivéhefresearch was to minimize
early and tardy costs in space scheduling problems.

According to literature, this study found that theisting approaches to
solve a space scheduling problem always causegobs completed too late or
too early so tardy and early jobs bring financiahalties to manufacturers. In
order to reduce early and tardy penalties, a nepvoagch was developed for
reducing early and tardy costs in the next chapter.
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Chapter 3 Research M ethodology

3.1 Problem assumptions and notations

In a space scheduling problem, each order (job) itmsrrival time,
processing time, and due date, and they need aircamount of space to be
assembled on the shop floor. In order to simpliis tproblem, this research
proposed several assumptions as follows:

1. The shape of all orders’ space requirements istamgle.

2. After assigning an order, the order’s location be shop floor won't be
moved until completion of processing.

3. This research doesn’t consider heights of spaceshvithe orders require.

4. An order can't share its working space with othdrs.other words, a
working area can’t be occupied by more than oneraatithe same time.

For this problem, a space which an order requigs nepresented by a box
Let a, denote the width of jok. Let b denote the length of jok a and

b, represent the length and width of a box. Lt denote the processing time
of job k. In this research,p, represents the depth of a box. Figure 3.1 shows an
example of boxes representing working space reapgings of orders.

Arrival time | Processing time
Jobh1|1 10
Job2|1 10
Job3 |1 5

5

Job1l Job2 Job3

Shop floor

Figure 3.1 An example of boxes representing spaagairements of orders
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In this research orders need to be assigned into the shop floodeWe
denote a set of jobs andr, denote the job arrival date of j@bLet d, denote

the due date of jok. Let s  denote the start time of jdb Let f_ denote the
finish date of jobk (wheref =s +p,-1). Let Q denote an arbitrary sequence
for assigning orders. Leg, denote earliness of jdb Let T, denote tardiness
of jobk. Let a denote the unit early penalty for an early job gaddenote the
unit tardy penalty for a tardy job. All notationseasummarized as follows:

Sets

N : asetohjobs

Q : aset of arbitrary sequence
Parameters

a, - the width of jobk

b, © the length of jolk

p. © processing time of jok

r. - arrival date of jolk

d, : due date of jolx

a * unit earliness penalty

£ unit tardiness penalty
Variables

s - Start date of jolx (s, =f, - p +1)
f,  finish date of jotk

E, : an earliness of jok

T. © atardiness of jok
E. =Max{d, - f,0}
T, =Max{ f, —d,, 0}

f(Q) : total penalty cost ofQ processing sequence

13



The objective is to minimize the total penalty cdstat is

Min f(Q)=ﬂiﬁ+ﬂiK — @)

Furthermore, we assume that if a job has been aiatpkarly, the job will
be moved to storage. Thus, an earliness penaltyoadur. If a job has been
completed late, the manufacturers have to paydiness penalty for violating
the contract. In function (1)¢ and g are unit early penalty and tardy penalty

costs, respectively.
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3.2 Quasi-Three-Dimensional Space Allocation Algorithm

3.2.1 Introduction

In our approach, we employ the grid system fromviores researches
(Pernget al, 2007, 2008a, 2008b, 2008c, 2009). In the grsdesy, a shop floor
Is divided into many unit grids to represent umgas. These grids will be the
basis of our search approach.

As shown in Figure 3.2, we add the time axis to theginal
two-dimensional shop floor as the third axis. W tbés new coordinate system
as a quasi-three-dimensional space. The planeyitirag unit will represent the
shop floor at the time. We, therefore, will seatbb quasi-three dimensional
space instead of two-dimensional plane in previmsearches (Perngt al,
2007, 2008a, 2008b, 2008c, 2009).

Time

Figure 3.2 The shop floor becomes a quasi-threesmnal space

Figure 3.3 shows an example of a space schedufimlgjgm. Figure 3.4
and Figure 3.5 exhibit results from previous apphes and our proposed
approach, respectively. Jobs are allocated intosthap floor with forward
scheduling technique in Figure 3.4 while the prapbapproach assigns jobs
into the shop floor with backward scheduling inu¥ig 3.5.

15



The scheduling sequence :
Jobl—=Job2 — Job3

Arrval ime [Processing time  |Due date
Job1 5 10 40
Job2 5 10 20
Job3 20 5 30
-l o
Jobl Job2 Job3

Shop tloor

Figure 3.3 An example of a space scheduling problem

20

dobZ's due daterl. Jdobh3's due da’fﬂ Jdob1's due date
15 - 25 D B
| | .

|  j—
Time

M Jobl (25 days early)

B Joh2 (5 days late)

B | The result ¢ 1 tardy job, 2 early jobs W 10b3 (5 days early)
Figure 3.4 A result of two-dimensional space altmca
0 10 20 25 30 40
Time
B | The result ¢ 0 tardy job, 0 early job

Figure 3.5 A result of quasi-three-dimensional spaltocation

3.2.2 Overview of quasi-three-dimensional space allocation algorithm

A job sequence is determined by traditional didpaty rules, namely,
Shortest Processing Time, Longest Processing Thmet Come First Serve,
and Earliest Due Date. In addition, a space reldtspatching rules, Smallest
Space Requirement and Largest Space Requiremang@eal. 2007), are also

16




included. The sequence determines the order dadljobation on the shop floor.

The Quasi-Three-Dimensional Space Allocation Aldon (QTDSA) is
based on two-dimensional space allocation appr@acbech as northwest
algorithm (NWA, Pernget al. 2007) or longest contact edge algorithm (LCEA,
Pernget al. 2008). In the QTDSA, it is supposed that a job plmting on the
due date is the best scenario (a punctual cags), @mpleting early is the next
best scenario (an early case), and the worst soeisatompleted late (a tardy

case). Figures 3.6 to 3.8 show a punctual caseady case, and a tardy case,
respectively.

Due Date

Tlhe best scenario

Job arrival time

T

Figure 3.6 The best scenario (a punctual case)

17



Due Date The next best scenario

Job arrival time

Figure 3.7 The next best scenario (an early case)

When a new job needs to be assigned on the shop fist, start date and
finish date of the new job should be found from\abthree cases in proper
sequence. Secondly, in order to find a plane (idigte) to contain the new job,
a two-dimensional space allocation algorithm is lxygd for search space on
the plane to determine the job’s finish date, aswhin Figure 3.9. If the whole
plane has no space to contain this job, new fimiate of the job will be
determined and a two-dimensional space allocatigorighm will be executed
again until a free space is found. When the cora@ptce is found on the start
plane, this complete space will be examined betweisrplane and the plane of
the job’s start date, which equals to the due datais the processing time of
the job. If this complete space could be found, gshape of the job will be a
cuboid. Figure 3.10 exhibits a cuboid shape ofla |bthis cuboid does not
overlap with the other cuboids previously assigméd the shop floor, the new
job will be assigned to this space. If an overlapuos like situation in Figure
3.11, the above steps will be repeated until ablatspace is found.

18



Due Date

The Worst scenario

Job arrival time —.]

Due date —-

Jﬁb'arrival time

Figure 3.9 Two-dimensional Space Allocations
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Due date —-

Start date

Jﬂli"arr_i}_fal time

|

Due date .

Job arrival time —

B Anassignedjob [ ] Anewjob

Figure 3.11 The new job overlaps with an assigoéd |

20



Figures 3.12 to 3.14 show specific rules to assigrew job into the shop
floor. In the punctual case, the finish date ofeavnjob will be the due date of
the job. The start date of the job will be due dateus the processing time of
the job. However, if a space can’t be found taafthiew job, it will turn to the
early case scenario to find a free space. In thlg ease, the new job’s finish
date (less than the due date of the new job) isl asea base line. Spaces
between the base line and the arrival date of éve job will be examined. If
free spaces cannot be found, it will indicate fivashing the job early will be
Impossible and this job will have a late completaate. Opposed to the early
case, the new job’s start date is used as a basenlithe tardy case, and the
spaces later than the base line will be examined.

(X)

Due date

Job arrival time

[ Assigned jobs (X) No available space
[] Anewijob

Figure 3.12 An example of a punctual case
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Due date —.|
4
A
Job arrival time
(X)
(X)
B Assigned jok [] Anew job (X) No available space

Figure 3.13 An example of an early case

Due date — (O)
T(X)

The base line—
113
/

B Assigned jok (X) No available spac
[] Anew job (O) An available spac

Job arrival time —,

Figure 3.14 An example of a tardy case
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3.2.3 The Quasi-Three-Dimensional Space Allocation Algorithm

After illustrating the concepts of QTDSA, notatipngrocedures,
flowcharts, and pseudo code for the QTDSA are ptesleas follows.

Notations

Sets

T° : a set of dates on which the assigned jobs wilt tbadre assembled

T' : aset of dates on which the assigned jobs wililsHed and leave the
factory

T :a set of dates on which the layout of the factoitylve changed{=T°"UT")

I a set of dates obtained frof) and they are earlier than or equal to the due
date of jolbk

O, : a set of dates obtained from' , and they are later than the latest start date
of job k

A’ @ a set of assigned jobs

J :atemporary set to store assigned jobs

Parameters

k : ajob number of the job which is ready to be as=igik =1,2,.....1)
j : ajob number of any assigned jojl,2,.....N

M, : the latest date df

my, - the earliest date @y

L : the length of the factory

W : the width of the factory

Integer variables

X, : the X dimensional value of reference point (top ¢@irner point) to place
job k on the factory plane

Y. : the Y dimensional value of reference point to plgbek on the factory
plane

z, : jobKs finish date
23



(X« Yk, Z) : the reference point to place j&lon the factory
(X,Y, 2) : any grid in the quasi-three-dimensional space

0, a free space of the factory plane
Otherwise, the space occupied by anygolobstacl

grid(X,Y, 2) :{
Binary variables

Olyy :{ 1, if there is an overlap between jolnd jobj on X Dimension,

0, Otherwise.
oIij{ 1, if there is an overlap between jobnd jobj on Y Dimension,

0, Otherwise.
oIZKJ-:{ 1, if there is an overlap between johnd jobj on time Dimension,
0, Otherwise.
p = { 1, if a space is found to contain jobn the factory o
0, Otherwise.

Procedures of the QTDSA algorithm
The steps of the QTDSA algorithm are shown below:

Step 1: Initialization

SetT*= 0, T= O, andT = O. ObtainQ from the dispatching rule.
Step 21 Choose the job to allocate

Choose the first job fror® and remove the job froQ. Setf, = dy.
Select the dates which are earlier than or equalftom T°to evaluatd,.
Select the dates which are later tisaffom T to evaluatingOy.

Step 3: Load the layout of the factory di

Step 3.1

If T has a value which is equalftipthengo to Step 3.2.
Otherwisego to Step 3.3.

Step 3.2

L oad the layout of the factory dip, thengo to Step 4.
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Step 3.3

If T has a value which is earlier thianthengo to Step 3.4.
Otherwisego to Step 3.5.

Step 3.4

Find the maximum of the dates earlier thafnom T

L oad the layout of the factory on this da&o to Step 4.
Step 3.5

L oad the initial layout of the factoryso to Step 4.

Step 4 Execute a two-dimensional space allocation approach offiatiery
plane orf,.

Setrp =0. In order to find a space to contain job k, tlgpathm search grid
(X,Y ,JonebyoneX=12,...W,"Y=12,....L  Z=1) to find a reference
point , if the algorithm find a space to contaib foon the factory offy, thenrp
=1.

Step5: Is there a space available to contain job k orfab®ry floor onf,?

If rp =1, then extend the space to the plang0Rind a cuboid composed of
eight coordinates. Calculate the six valugs Yi, Xit+ag, Yet+by, fk, S) of the
coordinates ando to Step 6. Otherwisegjo to Step 7.

Step 6: Are there any overlaps between joand the assigned jobs?
SetJ = A,

Step 6.1

Select any job frond as jobj. Remove it froml.

Step 6.2: Is there an overlap between joland jobj on X Dimension?

If either (1), (2) or (3) situations occur, thely;=1. Otherwiseoly;=0.
(DX = X = Xta
QX = Xt+gy = Xtag
(3)X; Xi andX+a= X+ay

Step 6.3 Is there an overlap between joland jobj on Y Dimension?

A

If either (4), (5) or (6) situations occur, thelg;=1. Otherwiseply,;=O0.
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(4)Y« Yi = Yitby
(5)Yk = Yj"‘bj = Y, +by
(6)YJ = Yy ande+b,-§Yk+bk

1A

Step 6.4 Is there an overlap between joland jobj on time dimension?
If either (7), (8) or (9) situations occur, thela,;=1. Otherwiseplz,;=0.
Msc =5 = f
@) = fi = K&
9 s = scandfi=fy

A

Step 6.5 Is there an overlap between joland jobj?

If oly;=1, oly,;=1 andolz;=1, thengo to Step 7. Otherwiseo to Step 6.6.
Step 6.6: Is there any assigned job unchecked?

If J=0, then find an available space aguito Step 9.

Otherwisego to Step 6.1.

Step 7: Is the whole plane on the j&ts finish date searched?

If Xc =W, Y=L andZ= f, thengo to Step 8. Otherwiseo to Step 4.
Step 8: Redetermine new finish date to search for spaces.

Step 8.1

If Ixis a null set, then go to Step 8.5. Otherwggeto Step 8.2.

Step 8.2

Setfy, =Mk —1,and removéMx from ..

Step 8.3

If fi is earlier than the earliest finish date#p«— 1), in other wordss is
earlier tharr,, thengo to Step 8.4. Otherwisgp to Step 3.

Step 8.4

Remove all elements from Go to Step 8.1.

Step 8.5

Sets, = mpk. Calculate the value &f according ta..
Removemyk from Oy. Go to Step 3.

Step 9: Allocate the jolk.
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Add jobkin A’. Record the coordinates of j&is cuboid.
Add the dates when the layout of the factory isngjeal inT.
Add s.in T° and Addfi+1 in T,

Step 10: Are there any unassigned jobs?

If Q+ O, thengo to Step2. Otherwise, all jobs are allocated to appate
spaces.

27



Stepl.
Initialization

:

~» Step2. Choose the job to allocate.

A

Step3. Load the layout of the factory.

A

Step4. Execute a two-dimensional
space allocation approach.

A

tepS. Is there a space

No

available to contain job &
the factory floor on

Yes

Step6. Are there any
overlaps between job k£
and the assigned jobs?

Step9. Allocate the job k

tep10. Are there any
nassigned jobs?

No
v

END

Yes

Step7. Is the whole
plane on the job £’s
finish date searched?

Yes
h 4

Step8. Redetermine new finish date

to search for spaces.

Figure 3.15 The main flowchart of the QTDSA
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Step3.

St€p3.3. Does T have an
element which is earlier

tep3.1. Does T have a
alue which is equal to f;?

Yes Yes
v
Step3.4. Find the maximum of | |Step3.5. Load the initial
Step3.2. Load the layout of the dates earlier than f; from T layout of the factory.
the factory on f; and load the layout of the

factory on this date.

A

Step4.

Figure 3.16 The sub-flowchart of step 3
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Stepb.

A

Step6.1. Select any job from Jas |
job j. Remove it from J.

I

Step6.2. If there is an overlap
between job k& and job j on X
Dimension, then oly; =1.
Otherwise, oly; =0.

A

Step6.3. If there is an overlap
between job k and jobjon Y
Dimension, then oly,; =1.
Otherwise, olyy; =0.

A

Step6.4. If there is an overlap
between job & and job j on time
Dimension, then ol =1.
Otherwise, olz; = 0.

3t€p6.5. Is there any
overlap between job k and
jobj?

tep6.6. Is there any
assigned job unchecked?

Yes No
v v
Step7. Step9.

Figure 3.17 The sub-flowchart of step 6
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Step8.

Ste[38.5. Set Sk = Mok.
Calculate the value of f;

according to s;. Remove
mog from Oy.

Step8.1. Is Iy a null set? Yes >

Step8.2. Set fr=M;x—1,and
remove Mg from 1.

tep8.3. Is f; earlier than

he earliest finish date? No—» Step3.

Yes

!

Step8.4. Remove all
elements from /;

Figure 3.18 The sub-flowchart of step 8
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Function QTDSA()
Fornumber= 1 ton Il Allocaten orders
k=Q (numbej //Choose the first job from the sequence
fi = dk //Let jobk's finish date equal its due date
find = false // If a space to contain jklis found, the variabldind, will be true.

Fori = 1 to the number oF°  // Obtainly from assigned jobs’start date
If T(i) <= dcthen  // The date is earlier than the latest finish time
AddT(i) into Iy
End if
Next

For i =1 to the number &f  // ObtainO* from assigned jobs’ finish date
If T'(i) > f« - pc +1 then // The date is later than the latest start time
AddT(i) into O
End if
Next

Call function LoadLayoutf)  //Load the layout of the factory
Call function findspace // Find a suitable space in the quasi-three-dimésgiaca

If (find = false) andI{#0 ) then Il Early case

fk = Mk -1 Mk : the maximal element iy
Remove i, I«) /I RemoveMk from Iy
end if

[IWhenfy is later than the earliest finish date, early case may occur.
While (find=false and {x >=rx + p«x -1)

Call function LoadLayoufy

Call function findspace

If Ik#0 Then
fk = M|K -1
Remove i, 1)
End If
Wend

While (find= false) andQ«#0) //Tardy case
Sk = Mok I/ mok : the minimal element i@y
fk=sc+pc-1

Call function LoadLayouf)
Call function findspace
Remove ok, Ok)
Wend
Next
End Function

Figure 3.19 The main function of QTDSA
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Function LoadLayoutfy)
If T#0 Then
For j = 1 to the number df
If T () =fx Then
Load the layout of the factory &n
Else
If T have an element which is earlier thfathen
Sefy = the maximum of the dates which is earlier thdrom T
Load the layout of the factory dp
Else
Load the initial layout of the factory
End if
End If
Next
Else
Load the initial layout of the factory

End If
End Function

Figure 3.20 The sub-function for loading the layolithe factory

Function findspace()
/[Executea two-dimensional space allocation algorithm
/[Search all grid on the factory
For X=1toW // W : the width of the factory
ForY=1toL //L:the length of the factory
If (X,Y, f) is a reference point then ¥ Yk, Z):the reference point on the factor
Call function CheckOverlagky, Y, Z)
End if
Next
Next
End Function

Figure 3.21 The sub-function for finding the refeze point

33



Function CheckOverlap(, Yk, fk)
Let jobk's coordinates value 3X{, Yk, Xktak, Yitby, fk, S)
Il & : the width of jolk ; by the length of jolk

Let overlap= false

Forj = 1 to the number ol
Load jobj’s coordinates valueX|, Y;, Xi+a;, Yj+bj, fi, 5)

/I Use the coordinates values to judge whether there is an overlap

If there is an overlap between jkland jobj on X dimension then
O|x|(j = true

End if

If there is an overlap between jkland jobj on Y dimension then
O|ij = true
End if

If there is an overlap between jkland jobj on time dimension then
O|ij = true
End if

If (olxy; = true) and@lvy; = true) and dlz; = true) then
overlap=true
End if
Next

If overlap= false then

Assign jobk and record data of the coordinates and the dates
Returnfind = true
End if
End Function

Figure 3.22 The sub-function for checking overlaps
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Chapter 4 Design of Experiment

There are two experimental designs in this researbk purpose of the
first experiment is to demonstrate the QTDSA outpen the previous
approaches, namely, the northwest algorithm andldhgest contact edge
algorithm in different performance measurements. @& other hand, the
second experiment tend to find the best combinatiodispatching rules and
space allocation algorithms for different perform@ammeasurements. In this
chapter, we first present experimental data. Theéw designs of two
experiments are described.

4.1 Experimental data

Data were obtained from a real company locatedeimtral Taiwan. The
company has 50 orders approximately in a year. Wresider three different
numbers of jobs (i.e. 25, 50, and 75) in our redeamfhe case of 25 jobs
represents a situation of few orders. The case0gbbs represents a normal
situation of job number. The case of 75 jobs regmtssthat a large number of
orders were received. The raw data of jobs wereissd| from the OR-Library
(Beasley, 1990, 2008) and previous research (T@jllE993) because real data
were insufficient for overall testing. However, tjob size requirements for the
scheduling problem were not available in the OReip. The job size
requirements were obtained from a company locatezentral Taiwan. Tables
4.1 and 4.2 show an example of a data set.
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Table 4.1 An example of orders’ data

Job number Shape| Job arrival time | Processing time Due date
1 C 5 25 30
2 B 10 40 50
3 A 10 35 50
4 D 5 35 45
5 D 5 30 40
6 B 5 20 35

Table 4.2 An example of orders’ size requirements

Shape | Width Length
A 6 6
B 4 9
C 8 5
D 7 9

Three different factories were considered in thpeexnents. Figure 4.1
shows the initial layouts of factories. The initialout of factory A originated
from the factory of a company located in centraiwBam. This research also
hypothesized the other two factories (B and C).ifTindial layouts are different
from factory A.
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The Factory A (18*18)

. The Factory B (13*26)

B An obstacle

The Factory C (25*25)

Figure 4.1 The initial layouts of factories

Six dispatching rules (SPT, LPT, FCFS, EDD, SSR #&$R) were
employed to decide the sequence which determinesptiorities for order
allocation in this study. Two new approaches, ngm&TD-NWA and
QTD-LCEA, were included in this study. QTD-NWA regents the
combination of the QTDSA (three-dimensional) anel BWVA (two-dimensional)
algorithms. In the same way, QTD-LCEA represents ¢bmbination of the
QTDSA (three-dimensional) and the LCEA (two-dimemsil) algorithms. Two
previous approaches, namely, the northwest algordhd the longest contact
edge algorithm were also employed in the experiment
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4.2 TheFirst Design of Experiment

In the first experiment, the randomized block deswas employed to
compare QTDSA with the others space allocation @ggres under different
dispatching rules for each performance indicatoirstF we selected
twenty-seven different job sets as blocks. Ninthefjob sets were 25 jobs, nine
of the job sets were 50 jobs and the others weljeld® The job sets which had
the same number of jobs were divided into threeiggoEach group had three
job sets and these groups were assigned to difféaetories (A, B, and C)
equally. Then, the independent variable in thiseexpent is the approach.
There, there are four levels, namely, NWA, LECA, MNWA, and
QTD-LECA, in the experiment.

For each performance indicator, twenty-seven differjob sets were
allocated by different space allocation approaasag different dispatching
rules. Table 4.3 shows an example of an observadiage in the first experiment.
It represents the observations which were obtanyedifferent space allocation
approaches using SPT rule for makespan. Two-way ¥®@ith unrepeated
observation was employed to analyze the obsenmtiBacause there are six
dispatching rules and seven performance indicatoesfirst experiment should
do ANOVA forty-two times. Table 4.4 shows an exaenpf ANOVA table in the
first experiment. Table 4.5 shows the hypothesi the critical region for the
first experiment.
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Table 4.3 An observation table under the SPT mierfakespan

Approach
Job Set | NWA |QTD-NWA| LCEA |QTD-LCEA
1 45 66 45 78
2 50 75 48 75
3 86 117 86 133
4 105 107 80 112
5 197 190 172 174
6 204 219 173 195
27 96 100 91 103
Table 4.4 An example of ANOVA table in the firstpeximent
ANOVA
Source SS df MS F p Value(critfical)
Block SSB 26 MSB f P ]1.638019
Approach SSA 3 MSA fq P, ]2.7217838
Error SSE 78 MSE
Total SST 107

Table 4.5 Hypothesis and critical region in thetfexperiment

Ho: Hnwa = Hicea = Horonwa = Hotp-icea

Hypothesis of ANOVA
H,: Not all means are equal

Critical region c={f;f>2721783
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4.3 The Second Design of Experiment

The second experiment tend to find the best contibmaf dispatching
rules and space allocation algorithms for diffeneatformance measurements.
The factorial design was employed for this purpdsghteen job sets were
selected in this experiment. Six of these job s&re 25 jobs, six of these job
sets were 50 jobs and the other were 75 jobs. dihegts which had the same
number of jobs were divided into three groups. Egadup had two job sets,
and these groups were assigned to different fastdqA, B, and C) equally. In
this experiment, the two factors are the dispatghinle and the approach,
respectively.

Table 4.6 shows an example of an observation tabléehe second
experiment. It represents the observations whictewbtained by combination
of different space allocation approaches and difyrag rules for makespan.

The second design of experiment acquired the oasernvunder different
treatment combinations repeatedly. We employed wag- ANOVA with
repeated observation to analyze the observaticasleT4.7 shows an example
of ANOVA table in the second experiment. Table gh8ws the hypotheses and
the critical regions in the second experiment.
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Table 4.6 An observation table for makespan

Rule Approach
NWA |QTDNWA| LCEA |QTDLCEA
SPT 102 115 108 113
146 113 135 113
104 110 109 105
147 145 133 136
LPT 77 92 69 98
121 86 86 128
91 93 105 93
124 105 116 102
FCFS 98 110 96 107
128 96 108 112
106 113 96 104
124 124 115 121
EDD 81 100 105 106
110 117 126 106
107 99 110 99
132 110 142 104
SSR 102 103 103 123
149 153 128 142
114 137 117 127
152 167 128 136
LSR 85 98 85 85
122 89 110 89
96 99 88 91
126 107 132 120
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Table 4.7 An example of ANOVA table in the secordeximent

ANOVA
Source SS df MS F p Value(critfical)
Rule SSR 5 MSR fy p: |2.236109
Approach SSA 3 MSA f, P> |2.626775
Interaction | SS(R*A] 15 MS(R*A) fa p:  |1.690951
Error SSE 408 MSE
Total SST 431

Table 4.8 Hypothesis and critical region in theosecexperiment

Hypothesis of ANOVA | (2)

Ho: awa = Hicea = Hotonwa = Hoto-Lcea
(1) H.: Not all means are equal
g qua

Ho: Uspr = M ipr= Hecrs™ M epp= M ss M 1
H,: Not all means are equal

H,: The interaction is significant

3) H,: The interaction is not significa

Critical Region

1)C={f; f,>2.236109
(2)C={f,; f,>2.62677%

(3)C={f,; f,>1.69095}
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Chapter 5 Resultsand Discussion

The computational system of this research was dpedl by Microsoft
Visual Basic 6.0, and the database was createdibg Microsoft Excel (CSV
files). The experiments were implemented by a RentV (Intel Celeron CPU
2.40GHz) computer to obtain data. All calculatievesre at least rounded up to
the second decimal place. In the experiments, ANOVM&s employed to
determine the significant difference between eawslellof factors. The level of
significance in ANOVA was 0.05. In order to perfoffost-Hoc comparison,
Least Significant Difference (LSD) method was used.

5.1 Resultsof the First Experiment

According to the data obtained from the first expent, ANOVA was
used to compare the performance between the splmatn approaches
under different dispatching rules for each perforos indicator. Table 5.1
shows the ANOVA table for the SPT rule and totahgltes. Becausé =
41.71085 > 2.721783, Hs rejected. There is a significant differencenmssn
the space allocation approaches under the SPTautetal penalties. Table 5.2
shows the 95% confidence interval (Cl) of the apph®s’ performances under
the SPT rule for total penalties. Table 5.3 indisathat there is no significant
difference between QTD-LCEA and QTD-NWA under theTSrule for total
penalties. However, they were significant bettantthe other approaches under
the SPT rule for total penalties.

Table 5.1 ANOVA under the SPT rule for total pelesit
ANOVA

Source SS df MS F p value f (critical)
Block |1.59E+08 26 [6130087f=243.91092.74E-64 1.638019
Approach 3144892 3 |1048297f,=41.710853.46E-16 2.721783
Error | 1960334 78 |25132.48
Total |1.64E+08107
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Table 5.2 The 95% CI under the SPT rule for totalgities

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 1516.370 1455.631 1577.110
NWA 1541.963 1481.223 1602.703
QTD-LCEA 1170.667 1109.927 1231.407
QTD-NWA 1208.111 1147.371 1268.851

Table 5.3 The comparison under the SPT rule fal f¢nalties

Approach Mean Difference | Std. Error Sig.
LCEA -345.70 43.147 .000
QTD-LCEA |NWA -371.30 43.147 .000
QTD-NWA -37.44 43.147 .388

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table 5.4 shows the ANOVA table under the LPT roletotal penalties.

Becausef, = 54.077622 > 2.721783,,Hs rejected. There is a significant
difference between the space allocation approachésr the LPT rule for total
penalties. Table 5.5 shows the 95% confidence vateof the approaches’

performances under the LPT rule for total penaltiesble 5.6 indicates that
QTD-LCEA is significant better than the other apgmioes under the LPT rule
for total penalties.

Table 5.4 ANOVA under the LPT rule for total penesdt

ANOVA
Source SS df MS F p valuef (critical)
Block |3.22E+08 26 | 12370051|f=577.09431.01E-78 1.638019
Approach | 3522395 3 1174132 |f;=54.776223.72E-19 2.721783
Error 1671935 78 | 21435.06
Total 3.27E+08 107
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Table 5.5 The 95% CI under the LPT rule for toenaglties

95% Confidence Interval

Approach Average
Lower Bound Upper Bound
LCEA 1739.407 1683.313 1795.502
NWA 1819.000 1762.906 1875.094
QTD-LCEA 1384.407 1328.313 1440.502
QTD-NWA 1471.037 1414.943 1527.131

Table 5.6 The comparison under the LPT rule faltpénalties

Approach Mean Difference | Std. Error Sig.
LCEA -355.00 39.847 .000
QTD-LCEA |NWA -434.59 39.847 .000
QTD-NWA  [-86.63 39.847 .033

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table 5.7 shows the ANOVA table under the FCFS foitdotal penalties.
Becausef; = 49.96176 > 2.721783, (His rejected. There is a significant
difference between the space allocation approaahdsr the FCFS rule for
total penalties. Table 5.8 shows the 95% confidentszval of the approaches’
performances under the FCFS rule for total permalflable 5.9 indicates that
QTD-LCEA is significant better than the other amgmioes under the FCFS rule
for total penalties.

Table 5.7 ANOVA under the FCFS rule for total p¢iesl
ANOVA

Source SS df MS F p value f (critical)
Block [2.35E+08 26 | 9035316|f=378.42281.24E-71 1.638019
Approach 3578698 3 | 1192899 f;=49.9617%.02E-18 2.721783
Error | 1862347 78 | 23876.25
Total | 2.4E+08 107
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Table 5.8 The 95% CI under the FCFS rule for tpéatlalties

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 1631.037 1571.835 1690.239
NWA 1638.741 1579.538 1697.943
QTD-LCEA 1226.185 1166.983 1285.388
QTD-NWA 1330.704 1271.501 1389.906

Table 5.9 The comparison under the FCFS rule tat feenalties

Approach Mean Difference| Std. Error Sig.
LCEA -404.85 42.055 .000
QTD-LCEA [NWA -412.56 42.055 .000
QTD-NWA  |-104.52 42.055 .015

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table 5.10 shows the ANOVA table under the EDD faletotal penalties.
Becausef, = 48.74388 > 2.721783, (Hs rejected. There is a significant
difference between the space allocation approashé@sr the EDD rule for total
penalties. Table 5.11 shows the 95% confidencevialteof the approaches’
performances under the EDD rule for total penalfiedble 5.12 indicates there
was no significant difference between QTD-NWA andBDRLCEA. The
analytic result proves that QTD-NWA and QTD-LCEAeasignificant better
than the other approaches under the EDD rule fal penalties.

Table 5.10 ANOVA under the EDD rule for total peresd

ANOVA
Source SS df MS F p value f (critical)
Block |2.09E+08 26 | 8029501 |f=297.53451.32E-67 1.638019
Approach 3946323 3 1315441 |f;=48.743887.53E-18 2.721783
Error | 2104970 78 | 26986.79
Total |2.15E+08 107
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Table 5.11 The 95% CI under the EDD rule for tpehalties

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 1529.481 1466.541 1592.422
NWA 1567.370 1504.430 1630.311
QTD-LCEA | 1148.074 1085.133 1211.015
QTD-NWA 1188.148 1125.207 1251.089

Table 5.12 The comparison under the EDD rule ftal jpenalties

Approach Mean Difference| Std. Error Sig.
LCEA -381.41 44.710 .000
QTD-LCEA |[NWA -419.30 44.710 .000
QTD-NWA  [-40.07 44,710 373

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table 5.13 shows the ANOVA table under the SSR fard¢otal penalties.
Becausef, = 24.88178 > 2.721783, (Hs rejected. There is a significant
difference between the space allocation approachésr the SSR rule for total
penalties. Table 5.14 shows the 95% confidencavalteof the approaches’
performances under the SSR rule for total penaliiable 5.15 indicates that
QTD-LCEA is significant better than the other apgmioes under the SSR rule
for total penalties.

Table 5.13 ANOVA under the SSR rule for total péeal

ANOVA

Source

SS

df

MS

F p valu

€(critical)

Block

3.69E+0¢

3 26

14180809

f=505.

84781.67E-7¢

»1.63801¢

Approach

209258

D 3

697529.6

f1=24.88178.14E-11

[2.721783

Error

21866341

? 78

28033.75

Total

3.73E+0

3 107
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Table 5.14 The 95% CI under the SSR rule for jo¢smlalties

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 1803.111 1738.961 1867.261
NWA 1905.741 1841.591 1969.891
QTD-LCEA 1525.741 1461.591 1589.891
QTD-NWA 1727.963 1663.813 1792.113

Table 5.15 The comparison under the SSR rule taf penalties

Approach Mean Difference| Std. Error Sig.
LCEA -277.37 45.569 .000
QTD-LCEA |NWA -380.00 45.569 .000
QTD-NWA  |-202.27 45.569 .000

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table 5.16 shows the ANOVA table under the LSR fatetotal penalties.
Becausef, = 16.8414 > 2.721783, Hs rejected. There is a significant
difference between the space allocation approachésr the LSR rule for total
penalties. Table 5.17 shows the 95% confidencavalteof the approaches’
performances under the LSR rule for total penaliable 5.18 indicates there is
no significant difference between QTD-NWA and QTDHA. The analytic
result proves that QTD-NWA and QTD-LCEA are sigraint better than the
other approaches under the LSR rule for total piesal

Table 5.16 ANOVA under the LSR rule for total peres
ANOVA

MS

Source SS df F p value| f (critical)

Block

2.29E+0

326

8795433

f=194.121

1.72E-6(

) 1.638019

Approack

2289202

763067.4f1=16.8414

11.58E-0¢§

3 2.721783

Error

3534104 78

45309.01

3

Total

2.35E+0

3107
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Table 5.17 The 95% CI under the LSR rule for tpetalties

95% Confidence Interval

Approach | Average
Lower Bound| Upper Bound
LCEA 1546.815| 1465.260 1628.369
NWA 1671.778| 1590.223 1753.332
QTD-LCEA | 1306.630] 1225.075 1388.184
QTD-NWA | 1362.778] 1281.223 1444.332

Table 5.18 The comparison under the LSR rule f@l fwenalties

Approach Mean Difference| Std. Error Sig.
LCEA -240.19 57.933 .000
QTD-LCEA [NWA -365.15 57.933 .000
QTD-NWA  |-56.15 57.933 .335

(Note: * represents the mean difference is sigaifiat the .05 level.)

After finding the best approach under differdrgpatching rules for total
penalties, the analyses for other performance &toiis could be found in
Appendix A. Tables 5.19 - 25 show the mean perfogeameasurements for
different space allocation approaches and dispagahiles. Based on the results
of the first experiment, we found that QTDSA outpans the other algorithms

for total penalties, total earliness and numbezanfy jobs.

Table 5.19 Performances of the approaches for petadlties

Performance | Dispatching Approach
Indicator Rule LCEA NWA QTD-LCEA | QTD-NWA
SPT 1516.370 | 1541.963 | 1170.667* 1208.111*
LPT 1739.407 | 1819.000 | 1384.407* 1471.037
Total Penaiios FCFS 1631.037 | 1638.741 | 1226.185 1330.704
EDD 1529.481 | 1567.370 | 1148.074* | 1188.148
SSR 1803.111 | 1905.741 | 1525.741* 1727.963
LSR 1546.815 1671.778| 1306.630* | 1362.778*

(Note: * represent the approach is significantdrethan the others under the

dispatching rule for total penalties.)




Table 5.20 Performances of the approaches for rpakes

Performance | Dispatching Approach

Indicator Rule LCEA NWA QTD-LCEA | QTD-NWA
SPT 143.741 145.370 149.111 151.407
LPT 131.926 139.667 123.444* 130.963
FCFS 138.185* 138.778* 135.037* 145.037

Makespan
EDD 139.667 143.370 133.185 137.148
SSR 152.444* 159.444 168.963 181.852
LSR 129.074 136.815 129.185 127.889

(Note: * represent the approach is significantdyrethan the others under the
dispatching rule for makespan.)

Table 5.21 Performances of the approaches for sgdization

Performance | Dispatching Approach
Indicator Rule LCEA NWA QTD-LCEA | QTD-NWA
SPT 48.414* 46.728* 43.181 42.514
LPT 52.692* 49.821 53.826* 50.682
Space FCFS 50.151* 48.843* 48.105* 44.932
Utilization EDD 49.451 47.528 49.394 48.047
SSR 45.972* 43.308 39.810 36.489
LSR 53.400 50.528 50.125 50.732

(Note: * represent the approach is significantdrethan the others under the

dispatching rule for space utilization.)

Table 5.22 Performances of the approaches for titdihess

Performance | Dispatching Approach

Indicator Rule LCEA NWA OTD-LCEA | QTD-NWA
SPT 898,200 943.556* 1112.185 | 1158.222
LPT 1296.630 | 1380.259 | 1205.963¢ 1312.630
roal Tardiness__FCFS 1106.148* | 1126503 | 1137.503* 1261.407
EDD 1048.630 | 1096.963 | 1016.815 | 1076.556
SSR 1276.222* 1390.667 | 1442593 | 1638.593

LSR 1041.148* 1181.296 1162.926 1213.222

(Note: * represent the approach is significantdyrethan the others under the
dispatching rule for total tardiness.)
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Table 5.23 Performances of the approaches for¢atdihess

Performance | Dispatching Approach

Indicator Rule LCEA NWA QTD-LCEA | QTD-NWA
SPT 618.148 598.407 58.481* 49.889*
LPT 442.778 438.741 178.444* 158.407*

Total Eariinesd FCFS 524.889 512.148 88.503* 69.296*
EDD 480.852 470.407 131.259* 111.593*
SSR 526.889 515.074 83.148* 89.370*
LSR 505.667 490.481 | 143.704* 149.556*

(Note: * represent the approach is significant drethan the others under the

dispatching rule for total earliness.)

Table 5.24 Performances of the approaches for fjaldy

Performance | Dispatching Approach

Indicator Rule LCEA NWA QTD-LCEA | QTD-NWA
SPT 19.481 20.407 18.556 18.630
LPT 25.444 26.148 22.185 23.148
FCFS 22.222 22.778 19.815 20.667

Tardy Jobs
EDD 22.259 22.889 25.556 25.074
SSR 22.630 23.407 19.444 20.593
LSR 22.926 23.519 21.148 21.074

(Note: * represent the approach is significant drethan the others under the

dispatching rule for tardy jobs.)
Table 5.25 Performances of the approaches for gty

Performance | Dispatching Approach

Indicator Rule LCEA NWA QTD-LCEA | QTD-NWA
SPT 29.704 28.926 4.852* 5.503*
LPT 24.963 23.963 10.852* 12.000*
FCFS 27.148 26.519 6.741* 7.185*

Early Jobs
EDD 26.593 26.074 6.519* 7.889*
SSR 26.815 25.852 4.370* 6.370*
LSR 26.556 25.852 10.370* 11.185*

(Note: * represent the approach is significant drethan the others under the

dispatching rule for early jobs.)




5.2 Resultsof the Second Experiment

Table 5.26 shows the two-way ANOVA table for tqtehalties. Becaude
= 0.816677 < 2.236109, Hs not rejected. There is no significant differenc
between the dispatching rules for total penalt®scausef, = 4.104096 >
2.626775, K is rejected. There is a significant differencewssn the space
allocation approaches for total penalties. Becdise).042958 < 1.690951,,H
IS not rejected. There is no significant interactiwetween the approaches and
the rules for total penalties. Table 5.27 shows9%# confidence interval of the
rules’ performances for total penalties. Table 5sh8ws the 95% confidence
interval of the approaches’ performances for tpalalties. Table 5.29 indicates
there is no significant difference between QTD-LCBAd QTD-NWA. The
analytic result proves that QTD-LCEA and QTD-NWAeasignificant better
than the other approaches for total penalties.

Table 5.26 Two-way ANOVA for total penalties

ANOVA
Source SS df MS F p value f (critical)
Rule 5597017 5 1119403 |f;=0.816677 0.538243| 2.236109
Approach | 16876212 3 5625404 (f,=4.104096 0.006903| 2.626775
Interaction [883220.3 15 | 58881.35 [f3=0.042958 1 1.690951
Error 5.59E+08 408 | 1370681
Total
Table 5.27 The 95% CI of the rules’ performanceddtal penalties
Approach | Average 95% Confidence Interval
Lower Bound| Upper Bound
EDD 1343.917] 1072.685 1615.148
FCFS 1474.417) 1203.185 1745.648
LPT 1558.611|] 1287.380 1829.843
LSR 1451.139| 1179.907 1722.370
SPT 1381.264| 1110.032 1652.495
SSR 1686.069| 1414.838 1957.301
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Table 5.28 The 95% CI of the approaches’ perforreariar total penalties

95% Confidence Interval
Approach | Average
Lower Bound| Upper Bound
LCEA 1671.18" 1449.724 1892.64%
NWA 1688.62( 1467.16] 1910.08¢
QTD-LCEA | 1272.05¢ 1050.59¢ 1493.51%
QTD-NWA | 1298.41] 1076.95] 1519.87

Table 5.29 The comparison of the approaches fal panalties

Approach Mean Difference Std. Error Sig.
LCEA -399.13 159.320 .013
QTD-LCEA |[NWA -416.56 159.320 .009
QTD-NWA -26.36 159.320 .869

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table 5.30 shows the two-way ANOVA table for makespBecausé, =
2.011746 < 2.236109, jHs not rejected. There is no significant differenc
between the dispatching rules for makespan. Bedaes@.009252 < 2.626775,
Ho is not rejected. There is no significant differenbetween the space
allocation approaches for makespan. Becdsise0.114757 < 1.690951,qHs
not rejected. There is no significant interacti@tween the approaches and the
rules for makespan. Table 5.31 shows the 95% cemdel interval of the rules’
performances for makespan. Table 5.32 shows the @s¥idence interval of
the approaches’ performances for makespan.

Table 5.30 Two-way ANOVA for makespan
ANOVA

Source SS df MS F p value f (critical)
Rule 69206.96 5 13841.39 (f;=2.011746 0.076 | 2.236109
Approach | 190.9722 3 63.65741 [f,=0.009252 0.998778| 2.626775
Interaction |11843.39 15 | 789.5593 (f3=0.114757 0.999988| 1.690951
Error 2807158 408 | 6880.289
Total 2888399 431
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Table 5.31 The 95% CI of the rules’ performancesiiakespan

Approach | Average 95% Confidence Interval
Lower Bound| Upper Bound
EDD 146.861 127.645 166.078
FCFS 149.528 130.311 168.744
LPT 140.069 120.853 159.286
LSR 139.167 119.950 158.383
SPT 156.097 136.881 175.314
SSR 176.639 157.422 195.855

Table 5.32 The 95% CI of the approaches’ performatior makespan
95% Confidence Interval

Approach | Average

Lower Bound| Upper Bound
LCEA 151.056 135.365 166.746
NWA 152.500 136.810 168.190
QTD-LCEA | 151.269 135.578 166.959
QTD-NWA | 150.750 135.060 166.440

Table 5.33 shows the two-way ANOVA table for spatikzation. Because
f; = 13.0886 > 2.236109, (His rejected. There is a significant difference
between the dispatching rules for space utilizatBacause, = 0.720182 <
2.626775, H is not rejected. There is no significant differengetween the
space allocation approaches for space utilizatBecausef; = 0.6662 <
1.690951, H is not rejected. There is no significant inter@ctbetween the
approaches and the rules for space utilization.leT&34 shows the 95%
confidence interval of the rules’ performances dpace utilization. Table 5.35
shows the 95% confidence interval of the approdgier$ormances for space
utilization. Table 5.36 indicates there is no digant difference between LSR
and LPT. The analytic result proves that LSR andl BRe significant better than
the other rules for space utilization.
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Table 5.33 Two-way ANOVA fospace utilization

ANOVA
Source SS df MS F p value f (critical)
Rule 5195.843 1039.169 | f;=13.0886| 7.86E-12 | 2.236109
Approach | 171.5364 57.1788 |f,=0.720182 0.540371| 2.626775
Interaction | 793.3937| 15 52.89292 | f;=0.6662 | 0.817911| 1.690951
Error 32393.13| 408 | 79.39494
Total 38553.91 431

Table 5.34 The 95% CI of the rules’ performancesfmace utilization

Approach | Average 95% Confidence Interval
Lower Bound| Upper Bound
EDD 44,998 42.934 47.062
FCFS 44.459 42.395 46.524
LPT 48.020 45.956 50.084
LSR 48.099 46.034 50.163
SPT 41.846 39.781 43.910
SSR 38.187 36.123 40.252

Approach | Average
Lower Bound| Upper Bound
LCEA 45.216 43.531 46.902
NWA 44.426 42.741 46.112
QTD-LCEA | 43.877 42.191 45.562
QTD-NWA | 43.553 41.868 45.239

Table 5.35 The 95% CI of the approaches’ performaatiar space utilization
95% Confidence Interval

Table 5.36 The comparison of approaches for sp@caation

Dispatching Rule Mean Difference Std. Error Sig.
EDD 3.10061 1.485064 .037
FCFS 3.63931 1.485064 .015
LSR LPT 07874 1.485064 958
SPT 6.25307 1.485064 .000
SSR 9.91144 1.485064 .000

(Note: * represents the mean difference is sigaiftat the .05 level.)
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Table 5.37 shows the two-way ANOVA table for tataidiness. Because
= 0.904641 < 2.236109,Hs not rejected. There is no significant differenc
between the dispatching rules for total tardinddscausef, = 0.21059 <
2.626775, H is not rejected. There is no significant differengetween the
space allocation approaches for total tardinessalsef; = 0.051519 <
1.690951, H is not rejected. There is no significant inter@ctbetween the
approaches and the rules for total tardiness. T&bB8 shows the 95%
confidence interval of the rules’ performances total tardiness. Table 5.39
shows the 95% confidence interval of the approdgbe$ormances for total
tardiness.

Table 5.37 Two-way ANOVA fototal tardiness
ANOVA

Source SS df MS F p value f (critica
Rule 5706770 5 1141354 |f;=0.9046410.477904| 2.236109
Approach |797084.2 3 265694.7 | f,=0.21059 0.889056| 2.626775
Interaction [975001.2 15 | 65000.08 |f3=0.051519 1 1.690951
Error |5.15E+08 408 | 1261666
Total 5.22E+08 431

)

Table 5.38 The 95% CI of the rules’ performancegdtal tardiness
95% Confidence Interval

Approach | Average

Lower Bound| Upper Bound
EDD 1001.667 741.445 1261.889
FCFS 1139.236| 879.014 1399.458
LPT 1217.389| 957.167 1477.611
LSR 1089.792| 829.570 1350.014
SPT 1019.167| 758.945 1279.389
SSR 1333.069| 1072.847 1593.292
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Table 5.39 The 95% CI of the approaches’ perforreariar total tardiness

95% Confidence Interval
Approach | Average
Lower Bound| Upper Bound
LCEA 1077.630] 865.159 1290.100
NWA 1107.407| 894.937 1319.878
QTD-LCEA | 1162.935] 950.465 1375.406
QTD-NWA | 1185.574| 973.104 1398.045

Table 5.40 shows the two-way ANOVA table for tagakliness. Becaude
= 0.238902 < 2.236109,Hs not rejected. There is no significant differenc
between the dispatching rules for total earlinddscausef, = 212.9357 >
2.626775, I is rejected. There is a significant differencewssn the space
allocation approaches for total earliness. Bec#ysel.060049 < 1.690951,,H
is not rejected. There is no significant interactlmetween the approaches and
the rules for total earliness. Table 5.41 show9t% confidence interval of the
rules’ performances for total earliness. Table Sshaws the 95% confidence
interval of the approaches’ performances for tetaliness. Table 5.43 indicates
there is no significant difference between QTD-LCBAd QTD-NWA. The
analytic result proves that QTD-LCEA and QTD-NWAeasignificant better
than the other approaches for total earliness.

Table 5.40 Two-way ANOVA for total earliness

ANOVA
Source SS df MS F p value f (critical)
Rule 45851.32 9170.263 |f;=0.238902 0.945151| 2.236109
Approach (24520612 8173537 |f,=212.9357 4.2E-83 | 2.626775
Interaction |610349.9 15 40690 |f3=1.0600490.392388| 1.690951
Error 15661081 408 38385
Total 40837895 431
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Table 5.41 The 95% CI of the rules’ performanceddtal earliness

Approach | Average 95% Confidence Interval
Lower Bound| Upper Bound
EDD 342.250 296.861 387.639
FCFS 335.181 289.791 380.570
LPT 341.222 295.833 386.611
LSR 361.347 315.958 406.736
SPT 362.097 316.708 407.486
SSR 353.000 307.611 398.389

Table 5.42 The 95% CI of the approaches’ perforraatfior total earliness
95% Confidence Interval

Approach | Average

Lower Bound| Upper Bound
LCEA 593.556 556.495 630.616
NWA 581.213 544.153 618.273
QTD-LCEA | 109.120 72.060 146.181
QTD-NWA | 112.843 75.782 149.903

Table 5.43 The comparison of the approaches fal ¢atrliness

Approach Mean Difference Std. Error Sig.
LCEA -484.44 26.661 .000
QTD-LCEA [NWA -472.09 26.661 .000
QTD-NWA -3.72 26.661 .889

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table 5.44 shows the two-way ANOVA table for tajdips. Becausé =
1.418894 < 2.236109, Hs not rejected. There is no significant differenc
between the dispatching rules for tardy jobs. Bsefu= 0.046526 < 2.626775,
Ho is not rejected. There is no significant differenbetween the space
allocation approaches for tardy jobs. Becalgse 0.075082 < 1.690951,His
not rejected. There is no significant interacti@tween the approaches and the
rules for tardy jobs. Table 5.45 shows the 95% idenice interval of the rules’
performances for tardy jobs. Table 5.46 shows %# @onfidence interval of
the approaches’ performances for tardy jobs.
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Table 5.44 Two-way ANOVA fotardy jobs

ANOVA
Source SS df MS F p value f (critical)
Rule 1252.806 250.5611 |f;=1.4188940.216269| 2.236109
Approach |24.64814 8.216049 [f,=0.046526 0.986677| 2.626775
Interaction [198.8796 15 | 13.25864 [f;3=0.0750820.999999| 1.690951
Error 72048.33 408 | 176.5891
Total 73524.67 431

Table 5.45 The 95% CI of the rules’ performancegdady jobs

Approach | Average 95% Confidence Interval
Lower Bound| Upper Bound
EDD 23.278 20.199 26.356
FCFS 20.333 17.255 23.412
LPT 23.139 20.060 26.217
LSR 21.375 18.296 24.454
SPT 18.514 15.435 21.592
SSR 20.028 16.949 23.106

Table 5.46 The 95% CI of the approaches’ perforraariar tardy jobs

95% Confidence Interval
Approach | Average
Lower Bound| Upper Bound
LCEA 21.019 18.505 23.532
NWA 21.481 18.968 23.995
QTD-LCEA | 20.824 18.310 23.338
QTD-NWA | 21.120 18.607 23.634

Table 5.47 shows the two-way ANOVA table for egdips. Becausé, =
0.428612 < 2.236109, Hs not rejected. There is no significant differenc
between the dispatching rules for early jobs. Beegu= 138.8638 > 2.626775,
Ho is rejected. There is a significant differencewssin the space allocation
approaches for early jobs. Becatise 0.797243 < 1.690951 ,,H5 not rejected.
There is no significant interaction between therapphes and the rules for
early jobs. Table 5.48 shows the 95% confidencervalt of the rules’
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performances for early jobs. Table 5.49 shows &f @onfidence interval of
the approaches’ performances for early jobs. Tal®b® indicates there is no
significant difference between QTD-LCEA and QTD-NWPhe analytic result
proves that QTD-LCEA and QTD-NWA are significantttee than the other
approaches for early jobs.

Table 5.47 Two-way ANOVA for early jobs

ANOVA
Source SS df MS F p value f (critical)
Rule 225.1574 45.03148 |f;=0.4286120.828697| 2.236109
Approach |43768.53 14589.51 f,=138.8638 5.28E-62| 2.626775
Interaction [1256.417 15 | 83.76111 (f;=0.7972480.681039| 1.690951
Error 42865.89 408 | 105.0635
Total 88115.99 431

Table 5.48 The 95% CI of the rules’ performancesfrly jobs

Approach | Average 95% Confidence Interval
Lower Bound| Upper Bound
EDD 17.250 14.875 19.625
FCFS 18.014 15.639 20.389
LPT 17.458 15.084 19.833
LSR 19.403 17.028 21.777
SPT 18.306 15.931 20.680
SSR 17.542 15.167 19.916

Table 5.49 The 95% CI of the approaches’ perforraatar early jobs

95% Confidence Interval

Approach | Average
Lower Bound| Upper Bound
LCEA 28.241 26.302 30.180
NWA 27.824 25.885 29.763
QTD-LCEA 6.907 4.969 8.846
QTD-NWA 9.009 7.070 10.948
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Table 5.50 The comparison of the approaches fdy pdos

Approach Mean Difference Std. Error Sig.
LCEA -21.33 1.395 .000
QTD-LCEA |[NWA -20.92 1.395 .000
QTD-NWA -2.10 1.395 133

(Note: * represents the mean difference is sigaifiat the .05 level.)

Tables 5.51 - 5.52 show the mean performance measmts of the space
allocation approaches and the dispatching ruleth Bgperiments indicate that
the QTDSA is better than the other algorithms @alt penalties, total earliness
and number of early jobs. The performances of tH®8A and the other
algorithms are about the same for the other pedoo®a measurements. There is
no significant difference between the dispatchinges for all performance

indicators except the space utilization. LPT andRL&Be better than the other
dispatching rules for the space utilization.

Table 5.51 Performances of the approaches for gaxdbrmance indicator

Perfor mance Approach
Indicator LCEA NWA | QTD-LCEA| QTD-NWA
Total Penalties 1671.185 1688.620 | 1272.056* 1298.417*
Makespan 151.056 152.500 151.269 150.750
Space Utilization 45.216 44.426 43.877 43.553
Total Tardiness 1077.630] 1107.407 1162.935 1185.574
Total Earliness 593.556 | 581.213 109.120* 112.843*
Tardy Jobs 21.019 21.481 20.824 21.120
Early Jobs 28.241 27.824 6.907* 9.009*

(Note: * represent the approach is significantdrdtian the others
for each performance indicator.)
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Table 5.52 Performances of the dispatching rulesdch performance indicator

Perfor mance Dispatching Rule
Indicator EDD | FCFS | LPT | LSR | SPT | SSR
Total Penalties | 1343.917474.4171558.611 1451.1391381.264 1686.069
Makespan 146.861 149.528| 140.069| 139.167| 156.097| 176.639
Space Utilization| 44.998 44.459 | 48.020* | 48.099* | 41.846 | 38.187
Total Tardiness | 1001.667139.2361217.3891089.7921019.167 1333.069
Total Earliness 342.250335.181| 341.222| 361.347| 362.097| 353.000
Tardy Jobs 23.278 20.333 23.139 21.375 18.5120.028
Early Jobs 17.250 18.014 17.458 19.4P03 18.3067.542

(Note: * represent the rule is significant bettert the others for each
performance indicator.)
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5.3 Summary

Based on our experimental results, some suggesti@nproposed to help
manufacturers make decision for each performan@sunement. Tables 5.53 -
5.59 show suggested combination of space allocatapproaches and
dispatching rules for each performance indicat@blé 5.60 shows suggested
space allocation approaches and suggested digpgtchiles for each
performance indicator. Under different conditioiffedent schemes can be used
to optimize different performance measurements.

Table 5.53 Suggested combination of approachesudesi for total penalties

Performance Indicator | Dispatching Rule Suggested Approaches

SPT QTD-LCEA, QTD-NWA
LPT QTD-LCEA

, FCFS QTD-LCEA

Total Penalties

EDD QTD-LCEA, QTD-NWA
SSR QTD-LCEA
LSR QTD-LCEA, QTD-NWA

Table 5.54 Suggested combination of approachesudesi for makespan

Performance Indicator | Dispatching Rule Suggested Approaches

SPT All approaches

LPT QTD-LCEA

FCFS LCEA, NWA , QTD-LCEA
Makespan

EDD All approaches

SSR LCEA

LSR All approaches
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Table 5.55 Suggested combination of approachesudesl for space utilization

Performance Indicator | Dispatching Rule Suggested Approaches
SPT LCEA, NWA
LPT LCEA, QTD-LCEA
o FCFS LCEA, NWA, QTD-LCEA
Space Utilization
EDD All approaches
SSR LCEA
LSR All approaches

Table 5.56 Suggested combination of approachesudesi for total tardiness

Performance Indicator | Dispatching Rule Suggested Approaches

SPT LCEA, NWA

LPT QTD-LCEA

_ FCFS LCEA, NWA, QTD-LCEA
Total Tardiness

EDD All approaches
SSR LCEA

LSR LCEA

Table 5.57 Suggested combination of approachesudesl for total earliness

Performance Indicator | Dispatching Rule Suggested Approaches
SPT QTD-LCEA, QTD- NWA
LPT QTD-LCEA, QTD- NWA
, FCFS QTD-LCEA, QTD- NWA
Total Earliness

EDD QTD-LCEA, QTD- NWA

SSR QTD-LCEA, QTD- NWA

LSR QTD-LCEA, QTD- NWA
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Table 5.58 Suggested combination of approachesudesi for tardy jobs

Performance Indicator | Dispatching Rule

Tardy Jobs

Suggested Approaches
SPT LCEA, QTD-LCEA, QTD- NWA
LPT QTD-LCEA, QTD- NWA
FCFS QTD-LCEA, QTD- NWA
EDD LCEA, NWA
SSR QTD-LCEA
LSR QTD-LCEA, QTD- NWA

Table 5.59 Suggested combination of approachesudesi for early jobs

Performance Indicator | Dispatching Rule

Early Jobs

Suggested Approaches
SPT QTD-LCEA, QTD- NWA
LPT QTD-LCEA, QTD- NWA
FCFS QTD-LCEA, QTD- NWA
EDD QTD-LCEA, QTD- NWA
SSR QTD-LCEA, QTD- NWA
LSR QTD-LCEA, QTD- NWA

Table 5.60 Suggested schemes for different perfocenaneasurements

Perfor mance I ndicator

Suggested Approaches

Suggested Rules

Total penalties

QTD-LCEA and QTD-NWA | All rules

Makespan All approaches All rules
Space utilization All approaches LPT and LSR
Total Tardiness All approaches All rules

Total earliness

QTD-LCEA and QTD-NWA | All rules

Tardy jobs

QTD-LCEA and QTD-NWA | All rules

Early jobs

All approaches

All rules
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Chapter 6 Conclusion and Suggestion

6.1 Conclusion

A space scheduling problem is a critical issue airkwefficiency for
equipment manufacturers. In this research, a neyerighm, Quasi-Three-
Dimensional Space Allocation Algorithm (QTDSA), wdsveloped to solve
this problem. In the experiments, it was proved Q&DSA is more effective
than the other space allocation algorithms preWodsveloped to reduce the
total penalties. The QTDSA also had better perfoicea than the other
algorithms for some other performance indicatonsm(pber of early jobs and
total earliness). In addition, the performance loé QTDSA and the other
algorithms were about the same for the other pedoce indicators (makespan,
number of tardy jobs, total tardiness and spadeation).

The Quasi-three-dimensional space allocation dlyorihas a completely
new concept for a space scheduling problem. Althahg QTDSA did not have
an outstanding performance for all performanceciaidirs, it did successfully
reduce the total penalties.

This research focused on developing a space dbocatpproach. It
provides a new direction to develop space allonatpproaches. It also
provides a new scheduling system for similar indeist Because it can generate
different scheduling plans quickly, it will bring @mpany great benefits in
terms of efficiency and cost saving.
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6.2 Suggestions

In this study, the QTDSA was developed to redudal tpenalties for a
space scheduling problem. Several additional doestfor further research are
suggested as follows.

First, although the QTDSA is related to a quase¢hdimensional space, it
is still based on the two-dimensional space allonatapproaches. The
approaches of a quasi-three-dimensional coordirgtstem can replace
two-dimensional space allocation approaches coelglaet the future research.

Second, there was no significant difference betwbendispatching rules
for almost all performance indicators accordinghe experimental results. It
represent that if a new dispatching rules is depexlato operate in coordination
with the QTDSA for a space scheduling problem,riees scheduling rule may
result better for each performance indicator.

Third, there are some assumptions in this studyehg all of the orders
are rectangles, there is no constraint for allweses except the space of a shop
floor, there is no constraint on job’s height, thefer or storage is available to
fit in any number or any shape of jobs, the unitieass penalty is equal and the
unit tardiness penalty is equal for all jobs. Thi#ecent conclusions may be
obtained if some assumptions are relaxed.

In summary, this study focused on a scheduling meht reduce total
penalties for a space scheduling problem. The dutesearch should refine the
methodology and investigate the related topicsHisrproblem.
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Appendix

A. TheOther Analysesof the First Experiment

A.1 TheAnalysisfor Makespan

Table A-1 ANOVA under the SPT rule for makespan

ANOVA

Source

SS

df

MS

F

p value

> f (critical)

Block

858938.4

) 26

33036.1

f=116.02

5.37E-52

» 1.638019

Approach

985.4074

1 3

328.4691f1=1.15355¢

1.33294/

1 2.721783

Error

22210.09

) 78

284.7448

Total

882134.1

107

Table A-2 The 95% CI under the SPT rule for makaspa

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 143.741 137.276 150.206
NWA 145.370 138.905 151.836
QTD-LCEA 149.111 142.646 155.576
QTD-NWA 151.407 144.942 157.873

Table A-3 ANOVA under the LPT rule for makespan

ANOVA

Source

SS

df

MS

F

p value

>  (critical)

Block

840169

26

32314.19f=191.9297

2.66E-6(

1.638019

Approach3565.519 3

1188.5061=7.059094

10.00029

3 2.721783

Error

13132.48 78

168.3651

Total

856867

107
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Table A-4 The 95% CI under the LPT rule for makespa

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 131.926 126.954 136.897
NWA 139.667 134.695 144.638
QTD-LCEA 123.444 118.473 128.416
QTD-NWA 130.963 125.992 135.934

Table A-5 The comparison under the LPT rule for esgan

Approach Mean Difference | Std. Error Sig.
LCEA -8.48 3.532 .019
QTD-LCEA |NWA -16.22 3.532 .000
QTD-NWA -7.52 3.532 .036

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table A-6 ANOVA under the FCFS rule for makespan
ANOVA

Source SS df MS F p value f (critical)
Block [822074.7 26 (31618.26f=203.11643.04E-61 1.638019
Approach1420.074 3 |473.358/f1=3.0408620.033834 2.721783
Error |12141.93 78 |155.6657
Total [835636.7 107

Table A-7 The 95% CI under the FCFS rule for makesp
95% Confidence Interval

Approach Average

Lower Bound Upper Bound
LCEA 138.185 133.405 142.965
NWA 138.778 133.998 143.558
QTD-LCEA 135.037 130.257 139.817
QTD-NWA 145.037 140.257 149.817
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Table A-8 The comparison under the FCFS rule fdkeapan

Approach Mean Difference | Std. Error Sig.
LCEA -3.15 3.396 357
QTD-LCEA [NWA -3.74 3.396 274
QTD-NWA -10.00 3.396 .004

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-9 ANOVA under the EDD rule for makespan
ANOVA

MS F p value f (critical)
32245.73f=139.24645.39E-55 1.638019
495.51541,=2.139780.101922 2.721783
231.5731

Source SS df
Block [838389.1 26
Approach1486.546 3
18062.7| 78
857938.3 107

Error
Total

Table A-10 The 95% CI under the EDD rule for malegsp

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 139.667 133.836 145.497
NWA 143.370 137.540 149.201
QTD-LCEA 133.185 127.355 139.016
QTD-NWA 137.148 131.318 142.979

Table A-11 ANOVA under the SSR rule for makespan

ANOVA

Source

SS df

MS

F

p value f (critical)

Block

1268392 26

48784.32f=698.0316

6.35E-82 1.638019

Approach

13131.9% 3

4377.318&,=62.6329¢

51.02E-2(

2.721783

Error

5451.296 78

69.88841

Total

128697q 107
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Table A-12 The 95% CI under the SSR rule for ma&asp

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 152.444 149.241 155.647
NWA 159.444 156.241 162.647
QTD-LCEA 168.963 165.760 172.166
QTD-NWA 181.852 178.649 185.055

Table A-13 The comparison under the SSR rule fdtaspan

Approach Mean Difference | Std. Error Sig.
NWA -7.00 2.275 .003
LCEA QTD-LCEA |-16.57 2.275 .000
QTD-NWA -29.41 2.275 .000

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table A-14 ANOVA under the LSR rule for makespan
ANOVA

Source SS df MS F p value f (critical)
Block [706973.2 26 (27191.28 f=67.6585|2.96E-43 1.638019
Approach1356.074 3 |452.0247,=1.1247470.344277 2.721783
Error |31347.43 78 |401.8901
Total |739676.7 107

Table A-15 The 95% CI under the LSR rule for makesp
95% Confidence Interval

Approach Average

Lower Bound Upper Bound
LCEA 129.074 121.393 136.755
NWA 136.815 129.134 144.496
QTD-LCEA 129.185 121.504 136.866
QTD-NWA 127.889 120.208 135.570
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A.2 TheAnalysisfor Space Utilization

Table A-16 ANOVA under the SPT rule for space mé#tion

ANOVA

Source

SS

df

MS

F

p value

2 f (critical)

Block

3819.997

[ 26

146.923

f=4.979878

1.81E-0¢8

5 1.638019

Approach

646.8743

5 3

215.6248f,=7.308490.00022]

| 2.721783

Error

2301.25¢

) 78

29.50332

Total | 6768.13| 107

Table A-17 The 95% CI under the SPT rule for spaieation

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 48.414 46.333 50.495
NWA 46.728 44.647 48.809
QTD-LCEA 43.181 41.100 45.262
QTD-NWA 42.514 40.433 44,595

Table A-18 The comparison under the SPT rule faceputilization

Approach Mean Difference Std. Error Sig.
NWA 1.68552 1.478320 .258
LCEA QTD-LCEA |[5.23311 1.478320 .001
QTD-NWA 5.90022 1.478320 .000

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-19 ANOVA under the LPT rule for space atiliion
ANOVA

MS

Source SS df F p value f (critical)

Block

4093.413

5 26

157.439

f=7.8297516.61E-13

5 1.638019

Approach

271.5259

) 3

90.50864f1=4.5011740.00576*

p 2.721783

Error

1568.407

[ 78

20.10779

Total

5933.347

107
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Table A-20 The 95% CI under the LPT rule for spaitiézation

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 52.692 50.974 54.410
NWA 49.821 48.103 51.540
QTD-LCEA 53.826 52.108 55.544
QTD-NWA 50.682 48.964 52.400

Table A-21 The comparison under the LPT rule facsputilization

Approach Mean Difference Std. Error Sig.
LCEA 1.13389 1.220437 .356
QTD-LCEA [NWA 4.00444 1.220437 .002
QTD-NWA 3.14389 1.220437 012

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table A-22 ANOVA under the FCFS rule for spaceizdiion
ANOVA

MS F

Source SS df p value f (critical)

Block

4986.423 26

191.785%5f=9.996236

1.1E-15

1.638019

Approach

398.6157 3

132.871%,=6.9255440.00034]

| 2.721783

Error

1496.49| 78

19.18577

Total

6881.529 107

Table A-23 The 95% CI under the FCFS rule for spditization

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 50.151 48.473 51.829
NWA 48.843 47.164 50.521
QTD-LCEA 48.105 46.427 49.784
QTD-NWA 44,932 43.253 46.610
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Table A-24 The comparison under the FCFS rulepacs utilization

Approach Mean Difference Std. Error Sig.
NWA 1.30859 1.192128 276
LCEA QTD-LCEA |2.04585 1.192128 .090
QTD-NWA  [5.21959 1.192128 .000

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-25 ANOVA under the EDD rule for space atliion
ANOVA

Source SS df MS F p value f (critical)
Block |4484.821 26 |172.4931f=6.6106243.92E-11 1.638019
Approach 75.8835| 3 |25.2945/f;=0.96938(0.411558 2.721783
Error |2035.279 78 |26.09332
Total [6595.983 107

Table A-26 The 95% CI under the EDD rule for spaiikzation

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 49.451 47.494 51.408
NWA 47.528 45.571 49.485
QTD-LCEA 49.394 47.437 51.351
QTD-NWA 48.047 46.090 50.004

Table A-27 ANOVA under the SSR rule for space zailion
ANOVA

Source SS df MS F p value f (critical)
Block [1851.50% 26 (71.21173f=6.4523696.86E-11 1.638019
Approach1382.166 3 [460.7219f,=41.74523.39E-16 2.721783
Error |860.8489 78 |11.03652
Total | 4094.52| 107
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Table A-28 The 95% CI under the SSR rule for spatization

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 45.972 44.699 47.245
NWA 43.308 42.035 44,581
QTD-LCEA 39.810 38.537 41.083
QTD-NWA 36.489 35.216 37.762

Table A- 29 The comparison under the SSR rulegacs utilization

Approach Mean Difference Std. Error Sig.
NWA 2.66411 904168 .004
LCEA QTDLCEA  |6.16189 904168 .000
QTDNWA 9.48326 904168 .000

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-30 ANOVA under the LSR rule for space aalion
ANOVA
MS

Source SS df F p value f (critical)

Block

5073.747

[ 26

195.1441f=4.0704448.08E-07

' 1.638019

Approach

179.9547

3

59.9847%,=1.2512010.29702

2.721783

Error

3739.454

| 78

47.94172

Total

8993.159

» 107

Table A- 31 The 95% CI under the LSR rule for spatezation

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 53.400 50.747 56.053
NWA 50.528 47.875 53.181
QTD-LCEA 50.125 47.472 52.778
QTD-NWA 50.732 48.080 53.385
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A.3 TheAnalysisfor Total Tardiness

Table A-32 ANOVA under the SPT rule for total tarelss

ANOVA

Source

SS

df

MS F

p value f (critical)

Block

1.46E+08 26

5619593

f=175.6358

7.86E-59

) 1.638019

Approach

1296489

432162.9f,=13.5069

3.49E-07

[ 2.721783

Error

24956660 78

31995.71

Total | 1.5E+08| 107

Table A-33 The 95% CI under the SPT rule for ttdadliness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 898.222 829.689 966.756
NWA 943.556 875.022 1012.089
QTD-LCEA | 1112.185 1043.652 1180.719
QTD-NWA | 1158.222 1089.689 1226.756

Table A-34 The comparison under the SPT rule ftal tardiness

Approach Mean Difference Std. Error Sig.
NWA -45.33 48.683 .355
LCEA QTD-LCEA |[-213.96 48.683 .000
QTD-NWA  [-260.00 48.683 .000

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table A-35 ANOVA under the LPT rule for total tandss

ANOVA

Source

SS df

MS

F

p value f (critical)

Block

3.17E+08 26

1219043

5f=558.8968

3.5E-78

1.638019

Approach

4171574 3

139052.5

f1=6.37516

10.000639 2.721783

Error

1701305 78

21811.6

Total

3.19E+08 107

80




Table A-36 The 95% CI under the LPT rule for tagatiness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 1296.630 1240.045 1353.214
NWA 1380.259 1323.674 1436.844
QTD-LCEA | 1205.963 1149.378 1262.548
QTD-NWA | 1312.630 1256.045 1369.214

Table A-37 The comparison under the LPT rule foalttardiness

Approach Mean Difference Std. Error Sig.
LCEA -90.67 40.195 027
QTD-LCEA |[NWA -174.30 40.195 .000
QTD-NWA -106.67 40.195 .010

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-38 ANOVA under the FCFS rule for total tiaweks

ANOVA

Source

SS

df

MS F

p value f (critical)

Block

2.29E+08

26

882187711=317.1536

1.13E-6¢

1.638019

3

Approach399183.6

133061.%,=4.7836570.004114

1 2.721783

Error

2169632

78

27815.79

Total

2.32E+08 107

Table A-39 The 95% CI under the FCFS rule for ttdaadiiness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 1106.148 1042.248 1170.048
NWA 1126.593 1062.692 1190.493
QTD-LCEA | 1137.593 1073.692 1201.493
QTD-NWA | 1261.407 1197.507 1325.308
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Table A-40 The comparison under the FCFS ruledtal tardiness

Approach Mean Difference Std. Error Sig.
NWA -20.44 45.392 .654
LCEA QTD-LCEA |-31.44 45.392 491
QTD-NWA  [-155.26 45.392 .001

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-41 ANOVA under the EDD rule for total tandiss
ANOVA

MS

79156771

32708.9]

28445.3¢

SS
2.06E+0¢
98126.74
2218740
2.08E+0¢

df
3 26
1 3

78
3107

Source
Block
Approach

F
f=278.2763
If1=1.14988"
)

p value
1.73E-66
50.33437

>  (critical)
» 1.638019
2.721783

Error
Total

Table A-42 The 95% CI under the EDD rule for tagatiness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 1048.630 984.010 1113.249
NWA 1096.963 1032.344 1161.582
QTD-LCEA | 1016.815 952.196 1081.434
QTD-NWA | 1076.556 1011.936 1141.175

Table A-43 ANOVA under the SSR rule for total taress
ANOVA

MS

1402028:

618004.1

23833.81

SS
3.65E+0¢
1854012
1859042
3.68E+0¢

df
3 26

Source
Block
Approach

F
’f=588.25072
f1=25.9296

p valug
4.83E-74
0. 76E-12

>  (critical)
) 1.638019
» 2.721783

Error
Total

78
3107
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Table A-44 The 95% CI under the SSR rule for t@eadiness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 1276.222 1217.072 1335.372
NWA 1390.667 1331.517 1449.816
QTD-LCEA | 1442.593 1383.443 1501.742
QTD-NWA | 1638.593 1579.443 1697.742

Table A-45 The comparison under the SSR rule fal tardiness

Approach Mean Difference Std. Error Sig.
NWA -114.44 42.018 .008
LCEA QTD-LCEA |-166.37 42.018 .000
QTD-NWA -362.37 42.018 .000

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-46 ANOVA under the LSR rule for total tandss
ANOVA

MS

Source SS df F p value f (critical)

Block

2.23E+08

26

8589486

f=188.7676

5.01E-6(

1.638019

Approach

458779.1

152926.4

f1=3.36080]

10.02289

2.721783

Error

3549230

78

45502.95

Total |2.27E+08 107

Table A-47 The 95% CI under the LSR rule for tosatliness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 1041.148 959.419 1122.877
NWA 1181.296 1099.567 1263.025
QTD-LCEA | 1162.926 1081.197 1244.655
QTD-NWA | 1213.222 1131.493 1294.951
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Table A-48 The comparison under the LSR rule ftaltardiness

Approach Mean Difference Std. Error Sig.
NWA -140.15 58.057 .018
LCEA QTD-LCEA |[-121.78 58.057 .039
QTD-NWA  [-172.07 58.057 .004

(Note: * represents the mean difference is sigaifiat the .05 level.)

A.4 TheAnalysisfor Total Earliness
Table A-49 ANOVA under the SPT rule for total eaglss
ANOVA
Source SS df MS F p value f (critical)
Block |2292722 26 |88181.63f=4.0628618.35E-07 1.638019
Approach 8295760 3 |2765253f=127.40575.61E-30) 2.721783
Error |1692937 78 [21704.32
Total |12281419107
Table A-50 The 95% CI under the SPT rule for tetalliness
Approach Average 95% Confidence Interval
Lower Bound Upper Bound
LCEA 618.148 561.703 674.594
NWA 598.407 541.962 654.853
QTD-LCEA 58.481 2.036 114.927
QTD-NWA 49.889 -6.557 106.334

Table A-51 The comparison under the SPT rule ftal tarliness

Approach Mean Difference Std. Error Sig.
LCEA -568.26 40.096 .000
QTD-NWA |[NWA -548.52 40.096 .000
QTD-LCEA |[-8.59 40.096 831

(Note: * represents the mean difference is sigaiftat the .05 level.)
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Table A-52 ANOVA under the LPT rule for total eadss
ANOVA
MS F p value f (critical)
77841.2|f=6.9190281.34E-11 1.638019
669369 |f;=59.497844.11E-20 2.721783
11250.31

Source SS df
Block |2023871] 26
Approach 2008107, 3
877524 | 78
4909502 107

Error
Total

Table A-53 The 95% CI under the LPT rule for tatatliness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 442.778 402.139 483.416
NWA 438.741 398.102 479.379
QTD-LCEA 178.444 137.806 219.083
QTD-NWA 158.407 117.769 199.046

Table A-54 The comparison under the LPT rule ftaltearliness

Approach Mean Difference Std. Error Sig.
LCEA -284.37 28.868 .000
QTD-NWA [NWA -280.33 28.868 .000
QTD-LCEA |-20.04 28.868 490

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-55ANOVA under the FCFS rule for total elaelss
ANOVA

MS F p value f (critical)

70344.9| f=4.7764 |4.13E-08 1.638019

1741434f,=118.242%.16E-29 2.721783

14727.6

Source SS df
Block |1828967 26
Approach 5224303 3
1148753 78
8202023 107

Error
Total
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Table A-56 The 95% CI under the FCFS rule for tetliness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 524.889 478.392 571.386
NWA 512.148 465.651 558.645
QTD-LCEA 88.593 42.096 135.089
QTD-NWA 69.296 22.800 115.793

Table A-57 The comparison under the FCFS ruledtal earliness

Approach Mean Difference Std. Error Sig.
LCEA -455.59 33.029 .000
QTD-NWA [NWA -442.85 33.029 .000
QTD-LCEA |-19.30 33.029 561

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table A-58 ANOVA under the EDD rule for total eadss
ANOVA

MS F p value f (critical)
74052.2|f=6.7344482.54E-11 1.638019
1131374{f;1=102.88984.9E-27| 2.721783
10996.03

SS df
1925357 26
3394121 3
857690.5 78
6177169 107

Source
Block
Approach

Error
Total

Table A-59 The 95% CI under the EDD rule for t@atliness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 480.852 440.675 521.029
NWA 470.407 430.231 510.584
QTD-LCEA 131.259 91.083 171.436
QTD-NWA 111.593 71.416 151.769
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Table A-60 The comparison under the EDD rule foaltearliness

Approach Mean Difference Std. Error Sig.
LCEA -369.26 28.540 .000
QTD-NWA [NWA -358.81 28.540 .000
QTD-LCEA |-19.67 28.540 493

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table A-61 ANOVA under the SSR rule for total eaeks
ANOVA

Source SS df MS F p value f (critical)

Block |1858540 26 | 71482.3|f=4.5693099.72E-08 1.638019

Approach 5104959 3 |1701653f;=108.77358.64E-28 2.721783

Error |1220233 78 [15644.01

Total |8183731 107

Table A-62 The 95% CI under the SSR rule for tetaliness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 526.889 478.967 574.810
NWA 515.074 467.153 562.996
QTD-LCEA 83.148 35.227 131.070
QTD-NWA 89.370 41.449 137.292

Table A-63 The comparison under the SSR rule fal ®arliness

Approach Mean Difference Std. Error Sig.
LCEA -443.74 34.041 .000
QTD-LCEA |[NWA -431.93 34.041 .000
QTD-NWA  [-6.22 34.041 .855

(Note: * represents the mean difference is sigaiftat the .05 level.)
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Table A-64 ANOVA under the LSR rule for total eadss
ANOVA
MS
78070.27
1112811
13963.61

SS
2029827
3338432
1089162
6457421

df
26

3
78
107

Source
Block
Approach

F p value f (critical)
f=5.5909791.65E-09 1.638019
f;=79.693591.09E-23 2.721783

Error
Total

Table A-65 The 95% CI under the LSR rule for tatatliness

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 505.667 460.392 550.941
NWA 490.481 445.207 535.756
QTD-LCEA 143.704 98.429 188.978
QTD-NWA 149.556 104.281 194.830

Table A-66 The comparison under the LSR rule ftaltearliness

Approach Mean Difference Std. Error Sig.
LCEA -361.96 32.161 .000
QTD-LCEA [NWA -346.78 32.161 .000
QTD-NWA -5.85 32.161 .856

(Note: * represents the mean difference is sigaifiat the .05 level.)

A.5 TheAnalysisfor Tardy Jobs

Table A-67 ANOVA under the SPT rule for tardy jobs
ANOVA

MS

Source SS df F p value f (critical)

Block

15910.44

26

611.94091=204.1904

2.49E-61 1.638019

Approack

60.99074

3

20.33025f1=6.78372¢

.000401 2.721783

Error

233.7593

78

2.996914

Total

16205.21

107
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Table A-68 The 95% CI under the SPT rule for tgais

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 19.481 18.818 20.145
NWA 20.407 19.744 21.071
QTD-LCEA 18.556 17.892 19.219
QTD-NWA 18.630 17.966 19.293

Table A-69 The comparison under the SPT rule fatytgobs

Approach Mean Difference Std. Error Sig.
LCEA -.93 A71 .053
QTD-LCEA |[NWA -1.85 471 .000
QTD-NWA -.07 471 875

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table A-70 ANOVA under the LPT rule for tardy jobs
ANOVA

Source SS df MS F p value f (critical)

Block |26579.46 26 |1022.287f=126.95321.79E-53 1.638019

Approach283.6574 3 [94.55247f,=11.7420%1.99E-06 2.721783

Error |628.0926 78 [8.052469

Total |27491.21 107

Table A-71 The 95% CI under the LPT rule for tajalys
95% Confidence Interval

Approach Average

Lower Bound Upper Bound
LCEA 25.444 24.357 26.532
NWA 26.148 25.061 27.235
QTD-LCEA 22.185 21.098 23.272
QTD-NWA 23.148 22.061 24.235
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Table A-72 The comparison under the LPT rule faidygobs

Approach Mean Difference Std. Error Sig.
LCEA -3.26 772 .000
QTD-LCEA |[NWA -3.96 772 .000
QTD-NWA  [-.96 772 216

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table A-73 ANOVA under the FCFS rule for tardy jobs
ANOVA

Source SS df MS F p value f (critical)

Block |[20138.19 26 |774.5456f=169.12323.32E-58 1.638019

Approach151.7778 3 |50.59259f,=11.046974.02E-06 2.721783

Error |357.2222 78 (4.579772

Total |20647.19 107

Table A-74 The 95% CI under the FCFS rule for tgadhs

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 22.222 21.402 23.042
NWA 22.778 21.958 23.598
QTD-LCEA 19.815 18.995 20.635
QTD-NWA 20.667 19.847 21.487

Table A-75 The comparison under the FCFS ruledaiyt jobs

Approach Mean Difference Std. Error Sig.
LCEA 2.41 582 .000
QTD-LCEA |[NWA -2.96 582 .000
QTD-NWA  |-.85 582 148

(Note: * represents the mean difference is sigaiftat the .05 level.)
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Table A-76 ANOVA under the EDD rule for tardy jobs
ANOVA

MS
962.6987
70.4321
6.130817

SS
25030.17
1211.2963
478.2037
25719.671

df
26

3
78
107

F
f=157.0262
f1=11.4882]

Source
Block
Approach

p valug
5.61E-57
12.57E-0¢

> f (critical)
7 1.638019
p 2.721783

Error
Total

Table A-77 The 95% CI under the EDD rule for tajolys

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 22.259 21.311 23.208
NWA 22.889 21.940 23.838
QTD-LCEA 25.556 24.607 26.504
QTD-NWA 25.074 24.125 26.023

Table A-78 The comparison under the EDD rule fodygobs
Approach Mean Difference Std. Error Sig.
NWA -.63 674 .353
LCEA QTD-LCEA |-3.30 674 .000
QTD-NWA -2.81 674 .000

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-79 ANOVA under the SSR rule for tardy jobs
ANOVA

MS
763.7293

SS
19856.96

df
26

F
f=186.720¢

Source
Block

p valug
7.6E-60

>  (critical)
1.638019

Approack

268.963

3

89.65437

f1=21.9192

2.15E-1(

2.721783

Error

319.037

78

4.090218§

Total

20444.9¢6

107
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Table A-80 The 95% CI under the SSR rule for tgothg

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 22.630 21.855 23.405
NWA 23.407 22.633 24.182
QTD-LCEA 19.444 18.670 20.219
QTD-NWA 20.593 19.818 21.367

Table A-81 The comparison under the SSR rule falytpobs
Approach Mean Difference Std. Error Sig.
LCEA -3.19 550 .000
QTD-LCEA |[NWA -3.96 .550 .000
QTD-NWA  |-1.15 550 .040

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table A-82 ANOVA under the LSR rule for tardy jobs
ANOVA

Source SS df MS F p value f (critical)

Block | 24656.5| 26 |948.3269f=175.55288.01E-59 1.638019

Approach125.1481 3 (41.71605f,=7.722410.000139 2.721783

Error |421.3519 78 [5.401947

Total 25203 | 107

Table A-83 The 95% CI under the LSR rule for tajalys
95% Confidence Interval

Approach Average

Lower Bound Upper Bound
LCEA 22.926 22.035 23.816
NWA 23.519 22.628 24.409
QTD-LCEA 21.148 20.258 22.039
QTD-NWA 21.074 20.184 21.965
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Table A-84 The comparison under the LSR rule faiytgobs

Approach Mean Difference Std. Error Sig.
LCEA -1.85 633 .004
QTD-NWA [NWA -2.44 .633 .000
QTD-LCEA |-.07 633 .907

(Note: * represents the mean difference is sigaiftat the .05 level.)

A.6 TheAnalysisfor Early Jobs

Table A-85 ANOVA under the SPT rule for early jobs

ANOVA

Source

SS df

MS F

p value f (critical)

Block

4643.963 26

178.614

f=4.7012495.63E-08 1.638019

Approach

15687.81 3

5229.269f,=137.63814.55E-31 2.721783

Error

2963.444 78

37.9928§

Total

23295.21 107

Table A-86 The 95% CI under the SPT raeearly jobs

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 29.704 27.342 32.065
NWA 28.926 26.564 31.288
QTD-LCEA 4.852 2.490 7.213
QTD-NWA 5.593 3.231 7.954

Table A-87 The comparison under the SPT rule fdiygabs

Approach Mean Difference Std. Error Sig.
LCEA -24.85 1.678 .000
QTD-LCEA [NWA -24.07 1.678 .000
QTD-NWA - 74 1.678 .660

(Note: * represents the mean difference is sigaifiat the .05 level.)
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Table A-88 ANOVA under the LPT rule for early jobs

ANOVA

Source

SS

df

MS

F

p valug

> f (critical)

Block

4782.167

26

183.9295

f=4.6988972

5.68E-04

3 1.638019

Approach

4620.333

3

1540.111

f1=39.3456

1.37E-19

» 2.721783

Error

3053.1671

78

39.14316

Total

12455.67

107

Table A-89 The 95% CI under the LPT rioe early jobs

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 24.963 22.566 27.360
NWA 23.963 21.566 26.360
QTD-LCEA 10.852 8.455 13.249
QTD-NWA 12.000 9.603 14.397

Table A-90 The comparison under the LPT rule falygabs

Approach Mean Difference Std. Error Sig.
LCEA -14.11 1.703 .000
QTD-LCEA [NWA -13.11 1.703 .000
QTD-NWA -1.15 1.703 502

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-91 ANOVA under the FCFS rule for early jobs
ANOVA
MS

Source SS df F p value f (critical)

Block

4825.13

26

185.581¢

f=5.6187272

1.48E-0¢

) 1.638019

Approach

10668.47

3

3556.157

f1=107.66711.19E-27

[ 2.721783

Error

2576.27§

78

33.0292

Total

18069.88

107
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Table A-92 The 95% CI under the FCFS ifaleearly jobs

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 27.148 24.946 29.350
NWA 26.519 24.317 28.720
QTD-LCEA 6.741 4.539 8.943
QTD-NWA 7.185 4.983 9.387

Table A-93 The comparison under the FCFS rule &olygobs

Approach Mean Difference Std. Error Sig.
LCEA -20.41 1.564 .000
QTD-LCEA |[NWA -19.78 1.564 .000
QTD-NWA -.44 1.564 77

(Note: * represents the mean difference is sigaiftat the .05 level.)

Table A-94 ANOVA under the EDD rule for early jobs
ANOVA

Source SS df MS F p value f (critical)

Block |4831.463 26 |185.8255f=5.8817125.49E-10 1.638019

Approach9909.435 3 [3303.145f;=104.55052.98E-27 2.721783

Error |2464.315 78 |31.5937¢

Total [17205.21 107

Table A-95 The 95% CI under the EDD ride early jobs

95% Confidence Interval

Approach Average

Lower Bound Upper Bound
LCEA 26.593 24.439 28.746
NWA 26.074 23.921 28.228
QTD-LCEA 6.519 4.365 8.672
QTD-NWA 7.889 5.735 10.042
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Table A-96 The comparison under the EDD rule fotygabs

Approach Mean Difference Std. Error Sig.
LCEA -20.07 1.530 .000
QTD-LCEA [NWA -19.56 1.530 .000
QTD-NWA -1.37 1.530 373

(Note: * represents the mean difference is sigaifiat the .05 level.)

Table A-97 ANOVA under the SSR rule for early jobs

ANOVA

Source

SS d

f MS F

p value f (critical)

Block

3668.13

26

141.0819

f=3.639084

5.39E-06 1.638019

Approach

11931.56 3

3977.189

f1=102.588

5.37E-27 2.721783

Error

3023.944 78

38.76857

Total

18623.63

107

Table A-98 The 95% CI under the SSR ffoleearly jobs

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 26.815 24.429 29.200
NWA 25.852 23.466 28.237
QTD-LCEA 4.370 1.985 6.756
QTD-NWA 6.370 3.985 8.756

Table A-99 The comparison under the SSR rule fdy ¢abs

Approach Mean Difference Std. Error Sig.
LCEA -22.44 1.695 .000
QTD-LCEA |[NWA -21.48 1.695 .000
QTD-NWA -2.00 1.695 242

(Note: * represents the mean difference is sigaiftat the .05 level.)
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Table A-100 ANOVA under the LSR rule for early jobs
ANOVA

Source SS df MS F p value f (critical)
Block |5841.241 26 |224.6631f=9.579973 3.5E-15| 1.638019
Approach6440.546 3 |2146.849f,;=91.544861.76E-25% 2.721783
Error |1829.204 78 |23.45133
Total |14110.99 107

Table A-101 The 95% CI under the LSR rideearly jobs

95% Confidence Interval
Approach Average
Lower Bound Upper Bound
LCEA 26.556 24.700 28.411
NWA 25.852 23.996 27.707
QTD-LCEA 10.370 8.515 12.226
QTD-NWA 11.185 9.330 13.041

Table A-102 The comparison under the LSR rule &olygobs

Approach Mean Difference Std. Error Sig.
LCEA -16.19 1.318 .000
QTD-LCEA [NWA -15.48 1.318 .000
QTD-NWA -.81 1.318 .538

(Note: * represents the mean difference is sigaifiat the .05 level.)
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