-

L O
AN A - S S

MOL wm

R R N

Uﬁﬁﬂﬁkﬂgmﬁﬂ@ﬁﬁi¢ﬁ$%Wﬁié
A Grid Service Platform Using

| -

Mobile Agents and Stream Control Transmission Protocol



Abstract

Due to a huge amount of scientific, commercia and industrial requirements, Grid computing

infrastructures have been quickly developed and constructed recently to fulfill users’ computationd

needs. However, most current Grid systems connect nodes with hard-wired links. Seldom adopt

wireless and mobile devices as their communication media and client facilities, respectively, to serve

users. If we can integrate a Grid system with wireless networks, devices, techniques and resources to

form awireless Grid infrastructure where end users can deploy different kinds of wired and wireless

terminal devices to access Grid resources, Grid systems will be soon popularly and widely used in

different domains to serve many more people in the world. In this paper, we propose awireless Grid

resource platform, named Reliable Wireless Grid Service Platform (RWGSP), which integrates

mobile agent and wireless techniques with a Grid system to provide users with a wireless accessible

mobile agent environment in which the SCTP protocol is employed to increase reliability of system

communication and solve Head-of Line problem.

Keywords: Grid, mobile agent system, wireless Grid platform, sendbox, SIP, SCTP



2

E K 1F ¥

5 R AR B RIS B TR R R e e o B S

)

FER ¥ Hhg fa @ g B d o Ra o % 5 Beehpef JAER 1Y § RpRApS

)
y
a4

BB RERERERFIANGES > TRZE- SRR I EHRE LR 4 o

dod R R kAL EARREEY C ARUNPERETRERFES AN - BARER L
oo dopt i@ JF,Z Fefl* 25V EE 230 AERPREFFERT R EH BRI 40

2o g (R R EAEE Y o RIFL S inie Y K o

F_‘-

B P AP - 2T feh
&R ERIRFAT L (Relidble Wireless Grid Service Platform » RWGSP) » H #-7# @ A T 2
Z & R

AKX LR REBY > R A RT Y FR R  SE RS RARRE

\

e

FIRAES TR 500 IR B8P i d] B o R F R

2 e » BN |
£ T i

X

F i faA# s (Head-of-Line» HOL) 4% -



>p =

s
LI ) KA ET - E SR EDERE PHL AR RN A AL BRY > FE
Send koo F AR R RS LGN TIMLIIT &K HARF ody

FHRESHHEER > 2GR E L LA LFARF Y BRANRE LS 0 BrERT
P e

—\\

A et eGSR A

FEF R O S R ARSI R S D

BOVEESET - - M B AR fes o AUIBIE A K BB ETE L M AT

o
‘.

ARl - F e

RN

B HX BRI RA A B A RER P BAY A ks

e

= 9

PR ERF R PRES e FADER L RIS R LRk AP Y R
EAE TG R F RS > FAL RS

FL Ao s AL bREA 2 AR FAE I oL f e
ke BRI R KR FIRE N R AL T o R A ke (e R

FoFHEFHFTARE VL IRE LEFLEE AT e PR X P 4

N

S EW A FREOLT AR R 2 FEFFHAAFTRED I FR AR

[ARSAE RS S U R S AL S R Y S



Table of Content

AADSITBCT ...ttt e R R ettt bbb e enes I
OO Il
B et e e et et e e ee et e ee e ee s At ee A A e A A2t e 1ot e e e 1ot e et ee et ee et ee et eeeeee et eeeeeeeneenenns 1l
TADIE OF CONENL ...ttt ee st bbb er e v
LIS OF FIQUIES. ...ttt bttt ee et n e VI
LISE Of TADIES ...t et sttt s e ettt e sttt e st e ets VIl
Chapter 1: INTOAUCTION ......c.cueieeiiieieesieiere ettt eb e ee e bbb en e 1
Chapter 2: Background and Related WOTK ...........cociiiiiinicceese st 4
2.1. Grid COMPULING GOPIOBCNES........cuiuiieeeieiiee sttt ee e ese bbb es e ee b ese st bbb nmnenas 4
2.2. Wireless Grid @pprOaChies...........coc ittt 4
2.3. Mobile AQENt GDPIOBCNES ...ttt 4
2.4, SCTP QDPIOBCNES.......ctieiiiieirisiste e se ettt s st s s ee e ese bbb e se et eb et ehes et st b b e e nnnenas 5
Chapter 3: SYyStemM ATCNITECIUIE...........ovcieeeee sttt en e 6
3.1 Multiple NetWOrK INEEITACES. ..ottt 8
3.2. Wired/Wirel @SS CONNECTIVITY ......cccuivereeiieesieiise sttt st 8
3.3, Traversal throUGN NAT ... b e e enas 9
A MUIT-HOMING .ttt b et b e bbbttt eb e e enas 9
3.5, MUILT-SEIBIMING. ...ttt ettt sttt b bt en e 10
Bi0. GIMIA b et E e Rt b e e et ne et e bt neeneeres 11
3.7. SENADOX MAINTENGNCE ........cueiiiieeie ettt es et en e 12
3.8 SEOUILY ..ttt bbb s bttt e bbbt en e 12
Chapter 4: Inter-agent CommuniCation ProtOCOIS.............ceririreeeiinniciseseee e 13
4.1. Agent Management and TraCKiNg .........coeeirmrieieinieeeeeise e 13
4.2, AQENT SEALES......c.eceeieeeiiee et r et r e se R e e e se e s en e ee e e s er e er e 13
4.3. Distributed SENdDOX SCHEME.......c.cciirririiireee e 14
4.3.1. DITECE MOGE......ceeceiiiieeeii ettt ettt bt ee bbb enes 14

4.3.2. FOIWEAIT MOOE ..ottt ettt enas 15

A, AlGOITENIMIS ...ttt b e ee et b b ser e 16



4.5, ULHIZBEHON ANBYSIS.....eiiiiiiieieii ettt sttt s e ee bbb en e 18

4.6. CommUNICALION COSE ANBIYSIS......cuiuiuireriierisesiee ettt es e en e 18
Chapter 5: Service and RESOUICE BroKiNg .......c.cocviiirriiiieii e 20
5.1 RESOUICE BIOKET ...ttt ettt 20
5.2, SEIVICE LYPIES. ...ttt etttk b s ee b es bbbt ee et b bt en e 21
5.2.1. INSLANt REFDONSE SEIVICE ...ttt er et en e 21

5.2.2. SUBbSCribe-and-NOtify SEIVICE.........cuoiiiiirireee e 22

5.3. RESOUICE SEIECTION .....coeeviieisetetee ettt sttt en e s 23
5.3.1. COMMUNICALTION SCOMNQ ...evveuerereeieseuesesieresesess s se et es e es s bssesesesesesenens 23

5.3.2. RESOUITE SCONMMNQ....cerveveeeereneeseeesieseiesesissese st es e e e sese s s s e e e s s esesbesesesesesesenens 24

5.4. Transferring OPtiMiZBHION ..........cccueeeeeiiireseese e en e 26
Chapter 6: EXPeriments and DISCUSSION. ......c.ccurirrrieuiirinierenesieeseeee s sesesessssssesesss s sessssesesessnsenes 28
6.1. Inter-Agent COMMUNICELION .......ccureeeieiiiresieiere et es e es e es e en e 28
6.2. Single-Homed and Multi-HOMEd SEIVICES..........ccereirieeeeiresisieee s 31
6.3. Multi-Streamed ServiCe DEIIVEIY ..ot 36
6.4. Service Delivery in Grid ENVIFONMENE .........oviiieiineeeeseseiese s 36
Chapter 7: Conclusion and FULUIE WOTK..........ccoirieiiiriicieieii ettt 40
REFEIEINCES......cceece ettt e et eb et sen e 41



List of Figures

Fig. 3-1 The RWGSP architecture and itS Network topology ........cooveeeemrererrieresenieeeneseneeeenns 7
Fig. 3-2 Network-layered structure of aGrid nodeinthe RWGSP...........cccoeiiinnccnesnieeene. 8
Fig. 3-3 The SCTP packet format in which achunk belongs to an independent data stream. 11
Fig. 3-4 The connection establishing diagram of SCTP..........ccocoeiiriiieieirneeseseeses e 12
Fig. 4-1 AQeNnt State AiagraM ........cccieeeeieiiiresieieee sttt e enas 14
Fig. 4-2 A scenario of the direct mode COMMUNICELION .........ccovieeeririreeeeieie s 15
Fig. 4-3 A scenario of the forward mode COMMUNICALION..........ccvverrireeeeierinineeeeesseee e 16
Fig. 4-4 Timing SEqUENCE Of 8N AGENT.......coiuriiiie ettt 18
Fig. 5-1 The GSRB architecture and itS COMPONENTS .........c.euiiririerenerireeeeeie e eeenas 21
Fig. 5-2 The Instant Response Service architecture and itS processing scenario.................... 22
Fig. 5-3 The Subscribe-and-Notify Service architecture and its processing scenario............. 23
Fig. 5-4 Queuing behavior of the TCP SOCKet CONNECLIONS...........ceriireeeeeiireseie s 27
Fig. 5-5 Queuing behavior of 8 SCTP aSSOCIaiON........c.couvveueuiiririerenesii e 27
Fig. 6-1 Direct mode UtiliZBLION FAEES..........ccurueririeeeeieie st 29
Fig. 6-2 Communication time of delivering service requests and datain different modes..... 29

Fig. 6-3 Comparison of communication time between our schemes and other service/data
ElIVEIY SCNEIMES......cciieceeeee bbbt 30
Fig. 6-4 Comparison of channel utilization rate between our scheme and other service/data
ElIVEIY SCNEIMES......ciieceie bbb en e 31
Fig. 6-5 Network topology of our testbed in which arouter has 4 interfaces and a client has 2
(The interfaces of wired testbed are 100MB Ethernet LAN interfaces, whereas those of

wireless testbed are 802.11g WLAN iNterfaces) .......c.oveeirrnieenenneeeeeieseieee e 32
Fig. 6-6 Utilization rates of an alternate path or aternate paths given different dropping rates
OF PIIMAIY PEEN. ..o 33
Fig. 6-7 Throughput of service/data delivery from a Grid node to awired client................... 34
Fig. 6-8 Throughput of service/data delivery from a Grid node to awirelessclient............... 35

Fig. 6-9 Comparison of communication time and throughput of single-streamed and dual-

streamed service delivery in awireless enVironMENt............cocerereeeieiresesneesesseeeeseens 36

VI



Fig. 6-10 Snapshot of C_Score and R_Score tables in a GSRB during node evaluation
process. After querying Available Service Index, R_Score and C_Score of serving nodes
are computed by using formulas (6) and (7), respectively, and finaly GSRB chooses
Node 2 which has the highest T_Score as the serving node by deploying formulas (8)

Fig. 6-11 The time required to deliver a service file of 1IMB from a serving node to aclient in

AMUIti-NOAE WiT€lESS ENVITONMIENT.......eeeeeeeeeeeeeee e e e ee e e eeeeeeeeseeeeesssreeeesareesesaaneesssneessans 39

VIl



List of Tables

Table5-1 An example of 8 C_SCOre table..........ovueriieeisees e 23
Table5-2 An example of aR_SCOre table..........coeoiiieeeirces e 25
Table 5-3 Scoretable for CPU [EVE ... 25
Table 5-4 Score table for current available MemMOry SIZE.........covviveeneiireeres e 25
Table 5-5 Score table for current length of awaiting qUEUE..............cceeeiirceiisneeeeeee 25
Table 5-6 Score table for current average CPU utilization rate............cccoveeeeiienncenesneenene 26

Table 6-1 Standard deviations (SDs) of communication time in wired and wireless

B IV EONINIENES. .ot eeeeeeeeeeee e eeeeeaeeeeeeeeeeesaaneesaaaaeeassaseeessansesanaaneessaaseesssnssessaaneesenaaneessannnnssans 35

VIl



Chapter 1: Introduction

Recently, many commercial and industrial wireless communication standards have been developed
and proposed. By the transmission distance and application domain, they can be classified into severa
types, including Wireless Wide Area Network, Wireless Metro Area Network, Wireless Local Area
Network (WLAN), Wireless Persona Area Network and so on. Among which WLANS have been
widely established around us in recent years because prices of peripheral and access points (APs) are
significantly reducing. They are now speedily entering users’ life, education and entertainment to
make users’ life much more convenient and efficient. Although computing capability and storage
capacity of mobile devices have become more powerful and larger, respectively, than before. The
limited resolution of screen size, unacceptable power consumption and less multi-tasking
functionality make them very difficult to replace PC, laptop and work station in the near future.

Besides, due to a huge amount of computationa requirements, Grid computing infrastructures have
been quickly developed and constructed. However, most Grid systems are used in scientific
computing or to provide with a huge storage to users only, not very helpful to ordinary people. Also,
they connect nodes with hard-wired links. Seldom adopt wireless technology and mobile devices as
their communication media and client facilities, respectively, to serve users. In fact, if we can
integrate wireless networks, devices, techniques and resources with a Grid system to form a wireless
accessible infrastructure that can effectively bridge users and the Grid system, end users can then
exploit different kinds of wired and wireless termina devices to pervasively access Grid resources,
and Grid systems will aso soon be popularly and widely deployed by different domains and
applications to serve many more people in the world, thus making Grid become much more practica
and useful and providing users with a convenient network environment, through which we can
ubiquitously access the internet to search and retrieve required information to enrich our everyday life.
Mobile computing will be soon more powerful and pervaded than before. However, communication
stability, cost and session continuity will be the maor concerns, i.e., “online” time should be reduced,
and messages should be successfully and reliably sent and received.

Additionally, a mobile agent is a software program which moves among nodes within a network

based on designed logic to perform predefined task. It finally returns results to users. Autonomy and



mobility are its key features. Many mobile agent systems have been developed and applied to a
variety of domains, such as information retrieval and percolation [1], e-commerce [2], mobile
communication [3] and distributed computing [4][5].

Basically, communication is one of the key issues in amobile agent system, especialy in awireless
environment. An agent has to communicate with others before it can properly cooperate with them to
finish their given tasks. Hence, a reliable communication protocol is required. However, “reliable”
often induces a sophisticate validation process or mechanism which often degrades the performance
of a mobile agent system, and even makes mobile agents unable to accomplish desired mission.
Another shortcoming is that TCP, one of the most popular transport layer protocols, can establish
only one socket to connect two endpoints (a pair of IP and port number). When a connection fails
(e.g., IP changed or port closed), the socket would be disrupted, even if severa backup connections
are available.

However, although two or more network interfaces can be instaled in a mobile device, eg.,
802.11a/b/g and Ethernet in our laptop or 802.11b/g and GPRS/UMTS in our smartphone, the
connection is unable to seamlesdy switch among interfaces until the Stream Control Transmission
Protocol (SCTP) was available. The SCTP was defined by Internet Engineering Task Force (IETF)
Signaling Transport (SIGTRAN) working group in 2000 [6], as a transport layer protocol working
analogously to TCP or UDP. The purpose, similar to TCP, is to provide a multi-phase handshaking
and in-sequence packet delivery to increase system reliability. Moreover, it enhances the
communication reliability by supporting the multi-homing and multi-streaming features.

In this article, we propose a wireless Grid service system, named Reliable Wireless Grid Service
Platform (RWGSP), which integrates mobile agent and wireless techniques with a Grid platform to
provide users with a wireless-end-device accessble Grid environment so that users can access Grid
resources through wired and/or wireless networks. RWGSP not only deploys a Session Initiate
Protocol [7] based (SIP-based) communication mechanism to establish a wireless Grid environment,
but also employs SCTP to enhance itself to become a hard-wired and multi-homed Grid infrastructure
so that its communication reliability and efficiency can be significantly improved and an ubiquitously
pervasive computing environment can be achieved.

Besides, we bring up a transfer mechanism base on mobile agent technique, which delivery al

information in RWGSP in synchronous or asynchronous way. A distributed sendbox scheme is
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developed on a each Grid node to temporarily buffers and appropriately resends messages for agents
so that messages can be safely delivered to a receiver agent, even the agent migrates frequently. Each
node in RWGSP has a sendbox to.

The rest of this article is organized as follows. Section 2 introduces the relevant background and
related work. Section 3 describes our system architecture. Section 4 shows our distributed sendbox
communication protocol and prerequisites. The grid service resource broker and experimental results
of are presented in section 5 and section 6, respectively. Section 7 concludes this article and addresses

our feature work.



Chapter 2: Background and Related Work

2.1. Grid computing approaches

Grid computing is becoming an interesting and important new field of research, mainly because it
offers a large variety of applications, which, aggregating distributed resources and technologies to
form a dynamic and distributed virtual organization over LANs or WANS, is frequently employed to
process difficult and complex tasks and solve large-scale and complicated problems [7] aiming to
enable dynamic selection, sharing and aggregation of distributed autonomous resources.

The Grid metaphor strongly illustrates the relation to and the dependency on a highly
interconnected networking infrastructure [9]. The main components of a grid infrastructure are a
security component, resource management services, information services and data management
services. In grid computing, the term resource management refers to the operations used to control
how capabilities provided by grid resources, and services are made avail able to other entities such as
users, applications or services [10]. Grid computing has integrated with variety domains now, i.e.,

intrusion detection [11], to solve the problem with efficiency.
2.2. Wireless Grid approaches

Wireless Grid is a new but popular concept in recent years. McKnight et a. [12] proposed a
resource sharing model for small and nomadic devices with which they simultaneously recorded a
series of mono and mixed them to stereo sounds. However, they did not discuss communication
performance and stability.

Srinivasan [13] proposed an assumption that wireless devices were primary integration devices. All
peripherals could use short distance wireless communication (e.g., bluetooth, ultrawide band, Zigbee)
to form a personal area network in order to share resources, such as monitor, disk, or input devices.
However, the ultrawide band is still in draft, and bluetooth is widespreaded but too slow to transfer a

huge amount of information.

2.3. Mobile Agent approaches

MEFS [14] proposed chasing message register and over-speed agent waiting mechanism. A
message was considered as a chasing message after C times of failed delivery. While the migration
frequency of an agent was over athreshold V, it stoped moving and checked if any chasing message

4



was stored in the chasing message register. Some problems on the other hand were raised, e.g., the
configuration of system parameter V.

Resending-based protocol [15] could provide reliable communication by using sliding-window for
error control. When some messages were lost, sender resent them. After several trails, the sender
requested the receiver’s new location from the server, and sent messages again. However, there was
no upper limit of resending times. For frequently migrating agents, this protocol suffered from
communication overhead.

Voyager [16] and Epidaure [17] raised a forwarding-pointer protocol on agent’s migration path.
Before moving to the next node N, agent A left a forwarding pointer pointing to N on the node it
currently resided. Messages were sent to the agent homeserver which forwarded them along A’s
migration path based on the forwarding pointers. However, this gpproach could not solve the message
chasing problem when the receiver changed its location very frequently.

Other schemes, such as Mailbox-based scheme [18], ARP [19], forwarding-based MAS [16-19]
and resending-based approaches [14][15], all had their own problems and drawbacks yet to be solved.

2.4. SCTP approaches

Due to the advancement of reliability and performance, SCTP outperformed other protocols and
communication schemes in severa domains, e.g. parallel computing, handoff enhancement and
multimedia

A SCTP-based Grid web service, which inherited al the web service architecture from TCP-based
one, was proposed by Otgonchimeg et a. [20]. Authors compared its performance with that of TCP.
Kamal et a. [21][22] added the multi-stream functionality into traditional MPI (Message Passing
Interface) program, which showed the advantage of multi-streamed transferring, but lacked multi-
home support. Ahmed et al. [23] introduced a SCTP-based video transmission scheme, which detects
buffer status of video stream to trigger connection switching, without affecting network performance.
MA et al. [24] compared the performance of TCP and SCTP while handing over between UMTS and
WLAN. Wang [25] and Camarillo et al. [26] employed SCTP to transport SIP traffic, but both lacked

throughput analysis of area environment.



Chapter 3: System Architecture

Figure 3-1 illustrates the RWGSP architecture in which Grid Mobile Agent Proxy (GMAP) is the
management center taking charge of agent login, registration, dispatch, and recall. STUN (Simple
Traversal of UDP through NATS) server, as a Network Address Trandation (NAT) traversal solution
of SIP, makes packets routable when users are now inside aNAT environment.

SIP is a popular application-level, text-based signaling protocol for creating, modifying, and
terminating peer-to-peer communication session, especially for mobile networks. It provides with
feasible methods, such as subscribe, notify, invite and so on, and has been invoked by severd
applications, e.g., VoIP or Instant Message systems, to connect end users.

Sendbox, as one of a storage subsystem of RWGSP, temporarily stores messages, that are currently
unable to be delivered to their destinations, for agents. A sendbox forwards the message when
receivers are ready. This can solve the message chasing problem raised by Zhou et a [14]. Besides,
users can establish a wired or wireless connection, and register their SIP to GMAP through Grid
mobile agent which is a mobile agent implemented on Grid. After the registration, users are
authorized to access node status, and request Grid services (e.g., check node’s status and send
computational job) and/or other SIP-compatible services (e.g., voice over IP and video on demand)
also through Grid mobile agent. All the accessed contents are sent to users in synchronously or

asynchronously way.
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Fig. 3-1 The RWGSP architecture and its network topology
Figure 3-2 shows the layered structure of Grid nodes in RWGSP, in which network-access and
Internet layers enable the multi-interfaces and multi-1Ps facilities, respectively. In transport layer, the
SCTP supports the multi-homing and multi-streaming features. Sendbox, mobile agents, path
selection and command parallelization are adso given to establish a reliable communication
mechanism and a complete wireless Grid service platform. Furthermore, an arrow means a lower-

level functions or features support higher-level mechanisms.
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Fig. 3-2 Network-layered structure of a Grid node in the RWGSP

3.1. Multiple Networ k | nterfaces

To raise the stability and availability of a Grid system, multiple network interfaces are created for
each Grid node o that a node holds more than one routable IPs. Each IP establishes a path to connect
itself and another node, i.e., a multi-link connection connecting two Grid nodes. Each node is able to
switch its traffic (outbound and inbound) among the paths dynamically. A mobile user can also create
multiple interfaces to communicate with the RWGSP if necessary. For example, the user keeps a
WLAN session while establishing another session through LAN interfaces, both connecting
himself/herself and RWGSP. When the user moves away and disconnects the hard-wired LAN
connection, the wireless connection and interface will take over for the disconnected immediately

without any reconfiguration, e.g., reset network setting or restart underlying application.
3.2. Wired/Wireless Connectivity

To achieve a high usability of RWGSP and the goa of pervasive computing, both RWGSP’s wired
and wireless connections must be reliably maintained. We propose an architecture that uses Grid

nodes as local gateways to improve network connectivity and hence accessibility.
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We connect those wireless APs having no routing function to their nearby Grid nodes, which
provide the DHCP (Dynamic Host Configuration Protocol) service, through direct wired links. Using
this type of APs, we can not only significantly reduce system construction cost, but aso efficiently
manage |IP assignment of multiple APs without modifying the APs’ firmware. Hence the resource
usage of a Grid node can be markedly maximized.

Similarly, when a user access the Internet by directly connecting his/her terminal device to a switch
or hub, the device will also receive a temporary IP from DHCP server so that it can communicate

with others.

3.3. Traversal through NAT

RWGSP uses the STUN protocol [27] to make packets “routable”, especially when they are
tunneled by an NAT. The processiis as follows. A Grid mobile agent (or simply a mobile agent), e.g.,
A, inside a NAT sends a query packet to the STUN server, which being outside the NAT retrieves
current value of the “source port number” field from the packet, and replies with the port number to
the agent, which will send the number to another Grid mobile agent, e.g., B. Thus, with the number, B

can directly communicate with A asin anorma situation.
3.4. Multi-Homing

In SCTP, there are two ways to achieve multi-homing. One is providing a single interface that has
multiple IP addresses, and the other is supporting multiple interfaces, each with an IP address and a
transmission port. With multiple interfaces, the multi-homing protocol will as stated above switch
task of transferring packets to one of the other interfaces/paths automatically when current path can
not work properly resulted from malfunction of an IP, a router or a line. Often a multiple-interface
node outperforms a single-interface node in reliability due to existing alternative paths and interfaces
[28]. With SCTP protocol, al nodesin RWGSP are equipped with more than one wired and wireless
interfaces to connect themselves with backbone and mobile facilities, respectively.

Further more, the quality of a path in RWGSP is determined by a quality decision algorithm which,
located at the bottom of application layer, is implemented based on the RTT vaues which are
reported by heartbeat packets and saved in SCTP-enabled nodes or user devices. An application
chooses the path having the shortest RTT value as the primary path. Others are backup paths. When



the primary path is congested or suspended, one of the backup paths will take over for the primary
automatically and immediately.

3.5. Multi-Streaming

TCP transports abyte-stream at any moment, i.e., packets must be delivered in order, requiring that
abyte should safely arrive at its destination before the latter bytes can be sent, even if the latter bytes
have been ready for a while. That is so called the Head-of-Line (HOL) problem. SCTP in contrast
supports multiple message-streams and conserves message boundaries. The term multi-streaming
refers to the capability of SCTP that can transmit severa independent streams of messages in parallél,
acting like to bundling several TCP-connections into one SCTP-association which operates on
messages instead of on bytes [29].

Using the TCP-based job dispatching and resource broking, HOL may occur in a crowded network
environment. The waiting jobs belonging to different users or applications will be stuck by the
unsendable messages in queue’s top. Such will decrease the performance of a Grid platform since
while waiting for an ACK issued by receiver, the sender can do nothing except receiving packets.
However, by adaptation of SCTP, users can make an unordered communication by assigning a stream
id to each independent job. Figure 3-3 shows the format of a SCTP packet in which severa chunks
share the same port information. Data chunks in a packet may belong to the same or different sources
(applications, users, contents, etc.), and may be given the same or different stream identifications
(stream-ids) depending on upper layer application’s id-assignment policy [21]. After that, each id has
an independent buffer. Jobs which transfer packets to the same node but belong to different tasks will

be processed in parallel to ease up the HOL congestion.
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Bits| Bits0 -7 8-15 16 -23 |24 - 31

+0 Source port Destination port
32 “erification tag

64 Checksum

96 | Chunk 1 type | Chunk 1 flags | Chunk 1 length
128 Chunk 1 data

Chunk M type Chunk M flags|  Chunk M length
Chunk M data

Fig. 3-3 The SCTP packet format in which a chunk belongs to an independent data

stream

3.6. GMAP

In our scheme, before moving to another site S, a mobile agent must un-register to GMAP. After
arriving a S, it must register to GMAP which can then keep track the agent’s position and status in
order to minimize the probability of communication failure. The registration information includes the
agent’sID, S’s IP, arrival time, and task (such as, querying node status or requesting services offered).

The GMAP creates a database, named registration information Databased, to keep mobile agents’
information, including agent’s SIP, status (online or offline), location (staying at a host or moving),
port number (must be provided while the device is under a NAT environment), registration time,
device type (laptop, PDA and smart phone, etc). The database like others also provides query
interface so that users can conveniently access the contents.

A Grid mobile agent, e.g., A, before sending packets to another mobile agent, e.g., B, should query
B’s location from GMAP. The querying information consists of B’s ID, query code (such as the code
for querying B’s location), and query time. The replied message issued by GMAP comprises B’s ID,
B’s state (such as, waiting or moving) and query answer (e.g., B’s current location). GMAP is aso
responsible for commanding Grid mobile agents to do something, e.g., order a mobile agent to access

some types of documents or stop accessing when an error occurs.
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3.7. Sendbox M aintenance

A Grid node stores messages that can not be sent currently in a sendbox, in which the information
concerning a message, including sender’s SIP, receiver’s SIP, time of arrival, current life time, max
life time, message priority, and contents, should be recorded. If current life time of a message reaches
the max life time set by the sender or system administrator, sendbox monitor, which is a rule-based
sub-system that manages sendbox, will delete the message to avoid the sendbox fully filled caused by
receiver being offline for along time. “If the free space of the sendbox is less than 30%, then sendbox
monitor will delete the oldest message first based on the current life time field, otherwise, delete the

messages of which current life time > 3hr.” isarule example.
3.8. Security

A DoS/DDoS attack can be issued by exploiting the defects of the TCP 3-way handshaking
mechanism. SCTP protects its system against this type of attacks through a four-way handshake and
the introduction of cookie mechanism. In SCTP, a client initiates a connection by sending an INIT
packet to its server which responds with an INIT-ACK, that includes a cookie. A cookie is a unique
context identifying a currently established connection. The client then replies with a COOKIE-ECHO,
which contains the cookie sent by the server, indicating that the client is ready. Figure 3-4 illustrates
the procedure. At this point, the server alocates resources for the connection and acknowledges the
client by sending a COOKIE-ACK. Such can effectively protect RWGSP from being attacked by this
type of flooding attacks.

Client Server

W
NIT-ACK
C
D‘DKJ'E-.ECHD
COOKIE-RCK

Fig. 3-4 The connection establishing diagram of SCTP
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Chapter 4: Inter-agent Communication Protocols

Agents in RWGSP have two communication modes, direct and forward. Generally, direct mode
handles all the communication between agents. If receiver agent is moving all the time, the message
can not be safely delivered, RWGSP switches to forward mode to asynchronously forward messages.

A practicaly reliable protocol should effectively track the journey of an agent, and ensure the
messages can be reliably delivered to their destinations, no matter how often and to which the

receiver agent migrates. In the following we briefly describe the prerequisite functions.

4.1. Agent Management and Tracking

GMAP tracks all Grid mobile agents. Its tracking mechanism has two operational modes: red-time
and non-real-time. To ensure that GMAP is able to trace an agent’s steps, the former stipulates that
after each migration, an agent as stated above should register to GMAP. It can then receive messages
forthwith. Before migration, an agent submits a Unregister request to GMAP. As an agent moves
frequently due to demands, registration process may be an obstacle in speeding up its movement. Our
compromised solution is that non-real-time tracking allows an agent to register once per severa
movements. As a result, a frequently moving mobile agent may obtain a great level of freedom. Due
to the constitution of SIP, each agent has an unique SIP URI (SIP Uniform Resource Indicators),
formatted by agent _id<agent_id@hostname>, to identify the agent’s name and current location where
agent_id is the unigue agent name (ID) that remains unchanged during its life, and hostname of SIP

URI is name of the host that the agent currently resides.

4.2. Agent States

An agent has three states, as shown in Fig. 4-1. Normally an agent is in the active state, in which it
may perform its requested operation or be free to migrate to any other host. When an active agent
attempts to send requests to or receives requests from server or agent, it switches to the waiting state
to continue its communication sesson. After sending or receiving responses, it switches from waiting
to active. As sending a unregister request to and acknowledged from GMAP, agent turns into moving
state. After reaching a node, and registering to GMAP again, it switches state from moving to active.

In addition, we have to set a feasible threshold for the waiting limit of the waiting-state agent in

order to avoid indefinite postponement which occurs when a message can not arrive at its destination
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on time due to some possible failures encountered in the lower layer transmission during a
communication. We redo the previous action if the waiting timer expires. Other state transitions are

described in the following sections.

Unregister Send/Get Request
Moving Register Active | Send/Get Response | Waiting
-

Request: Response:

1. Invite 1. Moved-Temporarily

2. Subscribe 2. Temporarily Unavaliable

3. Message 3. OK

4. Notify

Fig. 4-1 Agent state diagram

4.3. Distributed Sendbox Scheme

In the distributed sendbox scheme, if recipient agent is staying on a node, the sendbox could send
messages to it directly, Direct mode communication so-called. Otherwise, Forward communication

mode is used.
43.1. Direct Mode

Asillustrated in Fig. 4-2, sender S, staying at Grid node X, and receiver R, residing at Grid node'Y,
have registered to GMAP. Each of Sand R isin either active or waiting state. With adesire to send a
message to R, Sfirst initiates an Invite request to GMAP for inquiring R’s location.

After checking R’s current state and location, GMAP replies with R’s SIP URI and sends a Notify
request to R asking R waiting for messages. Now the two interested agents reach their
synchronization. Later, S sends a message directly to R with the informed address and waits for the
response. After R receives the message and delivers an OK response to S, the communication resumes
to itsoriginal situation, i.e, both S and R switch to their Active state. Once receiving a Notify request,
R stays and waits until the message arrives. This occurrence ensures that message can be reliably
delivered.
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However, if agents do not move frequently, direct mode is capable of handling most interagent
communications. An exception is that R is now migrating (moving state). This will incur
unavailability of receiver’s location. Especialy as R migrates very frequently, message chasing may
occur. The forward mode is then invoked.

Grid node X Grid node Y

Fig. 4-2 A scenario of the direct mode communication

43.2. Forward Mode

As shown in Fig. 4-3, while R is migrating, S receives Temporarily Unavailable response after
initiating an Invite to GMAP. S then sends message M, to Grid node X’s sendbox. Accordingly,
GMAP creates an event Eg, in its event table and replies with an OK to S. An event table at |east
comprises three primary fields, Sender’s ID, X’s location and receiver 1D. Whenever getting a
response OK, S returns to Active state and keeps performing some other task or migrates among the
network. After R submits a Register request, GMAP checks if there is an event related to R. Assume
Ey doesexist, GMAP clears Eg,, notifies R to stay and sends Notify with R’s location to X which
retrieves M4 and forwards it to R. Even R migrates quite often in the network, messages can be

delivered once R registers. Message chasing problem is then solved with a minor constraint, i.e,
registering to GMAP. If no Eg, exists, R can kegp migrating.
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With the assistance of sendbox, agents do not need to carry unsent messages on their journey.
Sendboxes distributively save and forward messages. S confirms existence of Eg in GMAP to
check if Mg has been forwarded. In an extreme case, the sender and the receiver stay alternately, a
series of communication will rely on the forward mode. Even two agents never stay on nodes at the

same time, they can also reliably communicate.

Grid node X Grid node Z
Sendbox 8 M Sendbox
3. MSR »
S R
GridnodewW  f 3 GI‘/Id% Y

<

GMAP Event table

Fig. 4-3 A scenario of the forward mode communication
4.4. Algorithms

The agorithms for Grid mobile agent, GMAP and Grid nodes are summarized as follows.
1. Grid Mobile Agent
Case 1, Send()
GMA S requests for sending M« to mobile agent R: S sends Invite to GMAP, waits for a
response from GMAP, State(S) =Waiting.
Case 2, Receive()
A mobile agent receives a message m from (S|IGM AP|Grid node):
(1)If m=Moved Temporarily with R’s SIP URI, /*the receiving mobile agent is sender S
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Sends M to R, State(S) =Waiting.
(2)If m=Temporarily Unavailable,/*the receiving mobile agent is sender S
Sends M« to Grid node’s sendbox, sends Subscribe to GMAP.
(3)If m= Mg from (S|Grid node), /*the receiving mobile agent isreceiver R
Replies with OK to (S|Grid node), State(R) = Active.
(4)If m=Notify from GMAP, /*the receiving mobile agent isreceiver R
Waits for receiving Mg, initiates awaiting timer, State(R) = Waiting.
(5) If m = OK, /*the receiving mobile agent x may be Sor R
State(X) =Active.
Case 3, Migration
(2)If agent A reaches a platform, i.e., a Grid node, sends a Register to GMAP, then receives
OK, State(A) = Active.
(2) If A isready to migrate, sends Unregister to GMAP, State(A) = Moving.
2. GMAP
Case 1, Receives an Invite from S for requesting R’s SIP URI:
(1)If R has registered, GMAP replies with Moved Temporarily attached by R’s SIP URI to S,
sends Notify to R.
(2)If Risunregistered, GMAP replies with Temporarily Unavailable.
Case 2, Receives Subscribe from S:
Creates an event Eg; with three fields, S's ID, R’s ID and the Grid node’s location, in its
event table.
Case 3, Receives Register from agent A:
Checksif someevents E,, existor not.
(1)If yes, for each E,, sends Notify to A and the Grid node x, clears E,,.
(2)If not, updates A’s SIP URI, changes A’s state(A) to active.
Case 4, Receives Unregister from agent A:
State (A) = moving.
3. Grid Nodes
Case 1, Receives aNotify with R’s SIP URI from GMAP:
(1)Sends Mg to R, waits for receiving OK from R.
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(2)After receiving OK from R, removes M.
Case2, Receives Mg, fromalocal mobile agent:
Saves Mg initssendbox.
In the following, we anayze the two inter-agent communication modes and present their

communication costs.

4.5. Utilization Analysis

There are two maor factors affecting the two modes’ utilization probabilities, UP(Dir) and
UP(Fwd), including migration time A and the period of time R stays on a node, Tg.. The timing
seguence of an agent is shown in Fig. 4-5. If an agent moves frequently, it spends much more time to
migrate, and UP(Fwd) will be higher. While network is congested or receiver R moves more
frequently, an agent takes longer migration time to migrate and to negotiate with GMAP. This
occurrence also increases UP(Fwd). UP(Dir) and UP(Fwd) of an agent are defined as:

k
a. Tstay
UP(Dir)=—1=0 «y

A ()
UP(Fwd ) =1- UP(Dir) )
where k is the number of nodes an agent has passed through aong its journey, and the term |
includes costs of unregistering to GM AP, mobile code transportation and registering to GMAP.

TStay 7\, TStay ;\, TStay 7\« TStay 7\, ......

—Direct—Forward Direct: Forward: Direct—Forward: Direct Forward—

Fig. 4-4 Timing Sequence of an Agent
4.6. Communication Cost Analysis

The components of communication costs are shown as follows:
Tin: the duration from the moment an agent sends an Invite to the moment it receives either Moved

Temporarily or Temporarily Unavailable from GMAP
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Tmg: the duration from the moment an agent sends a message to receiver to the moment it receives
an OK response

Thot: the time needed to deliver a Notify message to an agent from GMAP

Taw the duration from the moment an agent sends a Subscribe message to GMAP to the moment it
receives an OK response

Tmig: the duration from the moment from an agent leaves a Grid node to the moment it reaches
another Grid node

The parameters include all hardware computation time and network transmission time between

platforms.

The communication cost of direct model is:

Cost(Dir) =T, + o 3

In forward mode, the communication cost is:

Cost(Fwd ) =T, +Tap + Trig (R) + T + Ty (4)

The average cost of delivering a message from a sender to areceiver is:

Avg(cost) =T,,, +UP(Dir)*T . (Dir) +UP(Fwd)* (T, + T j; + Tt + Ty (FWd)) (5)
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Chapter 5: Service and Resource Broking

To intermediate Grid services and resources for users, all Grid nodes and user devices each are
installed with a GSRB subsystem not only to enable users to search and send their requests, but also

to enhance the quality of service.
5.1. Resource Broker

In RWGSP, users are classfied into ordinary users and Grid Service Providers. All services that
Grid Service Providers provide must be indexed by GSRB before they can be conveniently searched
or used by users. Desiring to register to GMAP, users can deploy mobile agent to connect to GMAP
through wired/wirel ess network.

The GSRB, as shown in Fig. 5-1, consists of Service Repository, Request Repository, Available
Service Index and Temporary Response Holder. Service Repository, a service container of a node,
stores local service descriptions, contents and results for mobile agents. Request Repository keeps the
information concerning users’ requests. Available Service Index is an index of service providers and
contents to speed up users’ searching and browsing. Temporary Response Holder is implemented by
using sendbox to temporarily hold service information.

After a Grid node is booted up and starts receiving service items provided by Grid service provides,
GSRB stores the items in Service Repository, indexes the service content automatically with severa
key sentences extracted from service descriptions [30] and saves the indexes to Available Service
Index. Users can query and store indexes into their devices, and deploy Resource Selector to
accordingly select the most suitable services and Grid nodes that can effectively serve the services
selected where Resource Selector is a subsystem that evaluates capability of al nodes of RWGSP,
quality of links that connect underlying user and a node, and service types of user requests (e.g., an
Excel or a SPSS file) before it selects serving nodes. Available Service Index in each Grid node
exchanges its index with others automatically and periodically to keep its data and information up to
date. The goals of broking appropriate Grid nodes to serve user requests are to increase the utilization
of Grid nodes and their resources, and the performance of serving requestsin RWGSP.

Users can send requests to GSRB periodicaly or occasionally to query or access information.
Basically, to clearly identify services required, a request has to specify its service providers, service

name, responding frequency (e.g., instantly or hourly) and sustaining period of the request (e.g., one
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hour or one day). After requesting a service, a user may go offline temporarily before the service
information arrives. The GSRB will store the response into its Temporary Information Holder. When
the user goes online again, the Holder delivers the response, e.g., playing a video program or sending

the states of a node, to the user directly.

Availabl Available
. vailable -
Service .
Serwlce Service o GSRB in
Generate >
N
N\ L
Temporary | |Query User Registration
Request ; Inf :
R it Response Device nformation
epository Holder Database
—Registration—p
GSRB Mobile agent GMAP

Fig. 5-1 The GSRB architecture and its components
5.2. Servicetypes

To improve quality of service, we propose two main information exchanging mechanisms: Instant
Response Service and Subscribe-and-Notify Service. The former is operated in an interactive mode.

The later delivers service information indirectly.
5.2.1. Instant Response Service

Instant Response Service is the basic service of RWGSP. Wanting to query a Grid node x’s status
or to request its services, as shown in Fig. 5-2, a user, after registering to GMAP, dispatches a mobile
agent to the node first. Request Repository stores the reguest Mg and forwards Mg to Service
Repository, which, after the node finishes serving Meq, Sends the response M to the user’s device
also through a mobile agent. Instant Response Service is implemented by using direct mode
mentioned above. However, if the user device goes offline suddenly, GSRB will buffer the remaining

messages in Temporary Response Holder and switch to Subscribe-and-Notify mode.
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Service Request Infgrmation
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ReposLtgg/ dF:AepgSltOW* “_& Database
end Mreq Mobile agent
GSRB GMAP

Fig. 5-2 The Instant Response Service architecture and its processing scenario
5.2.2. Subscribe-and-Notify Service

GSRB dlows a mobile user to go offline after sending his’her request since service may be
currently unavailable. It is inconvenient for the user to keep online and browsing the system
periodicaly or frequently to wait for receiving the corresponding response. All the operations,
including users’ registration, request, notification, and communication, are performed by a mobile
agent which is generated when the service is available. The agent first checks the Request Repository
to determine which user issued the request. After that, it sends response to the Temporary Response
Holder, and waits for the user’s registration which will be reported by GMAP.

On the other hand, if the service is currently avail able, but the user, after sending a subscription or
arequest due to some reason may move or go offline immediately. When the user goes online again,
two mobile agents will be generated. One on GMAP notifies the Temporary Response Holder to
send/resend the corresponding response. The other on the user’s device receives the response from
GSRB, and shows the response on the screen. Then, he/she will never lose his/her desired information,
even the user is busy or moving frequently, or the receiving device is temporarily offline. Of course,
being notified by the agent on GMAP, if Temporary Response Holder discovers that the
corresponding service is still unavailable, it notifies the user by sending an “unavailable” message.

Fig. 5-3illustrated the architecture and its processing scenario.
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Fig. 5-3 The Subscribe-and-Notify Service architecture and its processing scenario
5.3. Resour ce Selection

To broke Grid resources for user requests, the Resource Selector has to consider several aspects,
including users’ requirements on user side, and processor cagpability, memory and secondary storage
capacities and network bandwidth on resource side. However, a multi-homed network brings up an

extraaspect — communication quality.
5.3.1. Communication Scoring

GSRB defines a table, named Communication-Score table (C_Score table in short), as shown in
Table 5-1, for evaluating communication quality of alink. The table has eight fields.

(1). Node_ID: the reference number (aunigue ID) of a candidate Grid node.

(2). Path_ID: the reference number of an available path connecting two Grid nodes.

(3). Source_IP: sender IP of an available path.

(4). Dest_IP: receiver IP of an available path.

(5). RTT: round trip time of a path.

(6). |_Type: interface type of a path, e.g., FE means a 10/100 Fast Ethernet path, and UMTS stands
for a 3G mobile network link.

(7). I_Weight: weight of an interface of a path, ranging from 1 to 10.

(8). Throughput: the most recent throughput of a path where null means “have not transferred
before”.

Table 5-1 An example of a C_Score table
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Node_ID Path_ID Source_IP Dest_IP RTT 1_Type I _Weight Throughtput
0 0 140.128.101.1 140.111.57.1 5ms FE 6 48mbps
0 1 140.128.101.1 140.111.58.1 9ms FE 6 null
0 2 220.131.99.6 140.111.57.1 timeout UMTS 3 null
0 3 220.131.99.6 140.111.58.1 17ms UMTS 3 Imbps
1 0 140.128.101.1 | 140.110.122.41 3ms FE 6 null
1 1 140.128.101.1 | 140.110.123.67 4ms FE 6 null
1 2 220.131.99.6 | 140.110.122.41 22ms UMTS 3 null
1 3 220.131.99.6 | 140.110.123.67 25ms UMTS 3 null

The scores in a C_Score table can be updated and referred to by upper layer applications
dynamicaly. For example, the throughput can be updated by an application when this application
finishes its transmission. By measuring al paths’ average RTTSs, the application can determine which
path is the most suitable one as one of the aspects for building a connection to serve a request. Let
C_Score(x) be the communication quality of alink that connects anode X and its opposite site, which
iseither aGrid node or auser.

n H *
C_ Score(x) = 0.1* Avg.(5 -=egnt, " throughput
i=1 RTT,

Xi

) (6)

where n is number of paths that connect x and its opposite site, and |_Weigcht,;, throughtput, and
RTTy are respectively |_Weight, throughput and RTT of i-th path.

5.3.2. Resour ce Scoring

A resource score (R_Score in short), recorded in a table named Resource-Score table (R_Score
table in short), as shown in Table 5-2, is generated for each Grid node by deploying formula (7).

R_ Score(x) = ( freq, /1G)* NoCores, +§ (SC,) (7)

k=1

where p is the number of concerned features (excluding CPU frequency and number of cores) of a
node, R_Score(x) and SCy are the current scores of node x and feature k (1£ k £ p), respectively,
freq the frequency of CPU, and NoCores is number of cores that has been equipped in node x, e.g.,
NoCores=2 when two single-cored CPUs or one dual-cored CPU is installed, whereas NoCores =4
when there are two dual-cored CPUs or four single-cored CPUS, instead. In this study, p=4 for a Grid

node. There are CPU level (CPU), current available memory size (CAMYS), current length of awaiting
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gueue (CWQL) and current average CPUs utilization rate (CACUR). Tables 5-3 to 5-6 [37]
respectively show their score tables from which a feature score, SC, can be retrieved and R_Score can
then be calculated. The score tables should be updated periodicaly to reflect the red trend of the

hardware evolution. Besides, a node with a higher R_Score should be one that performs better in

computation.
Table 5-2 An example of a R_Score table
Node ID CPU Freq NoCores [ CAMS | cwQL | CACUR
0 4 2.8Ghz 2 4 4 5
1 4 2.4Ghz 1 5 3 4
2 3 1.8Ghz 1 3 3 4
3 1 733Mhz 1 1 2 2
4 2 400Mhz 1 1 3 1

Table 5-3 Score table for CPU level
CPU leve (CPU) Score
Intel Core 2 Duo or Intel Xeon
Intel Pentium IV or AMD Athlon K8
Pentium 111 or AMD Athlon K7
Pentium Il or AMD Athlon K6
Earlier model

RN WA~ O

Table 5-4 Score table for current available memory size
Current availablememory size (CAMS) Score
2048MB £ CAMS
1024MB £ CAMS £ 2048MB
512MB £ CAMS <1024MB
256MB £ CAMS < 512MB
CAMS < 256MB

RN Wl &~ O

Table 5-5 Score table for current length of a waiting queue

Current waiting queue length (CWQL) Score
O£CWQL £25 5
25£ CWQL <50 4
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50 £ CWQL < 75 3

75£ CWQL <100 2

CWOL <100 1

Table 5-6 Score table for current average CPU utilization rate
Current average CPU utilization rate (CACUR) Score

0% £ CACUR < 20%

20% £ CACUR < 40%

40% £ CACUR < 60%

60% £ CACUR < 80%

80% £ CACUR <100%

RN W A~

The total score T_Score of awired-node is caculated by formula (8), and that of awireless node is
computed by formula (9) in which communication quality isamajor concern.
T _Score,;,o (node, ) =W, * C _ Score(nodey ) +W,,,, * R_ Score(node, ) 8)
T _ Scorey g (N0de, ) =W, * C _ Score(node, )* +W,,, * R_ Score(node, ) )
where Wywg and Wiwa (Wpwi and W) are respectively weights of path and resources if hard-wired

wd

wi

(wireless) connection is used.
5.4. Transferring Optimization

In a TCP-based environment, a socket connection shares the same outgoing gqueue with other
sessons of the same socket. As stated above, follow-up packets in the queue may be blocked by its
former packet, particularity when communication quality is poor and the former can not be smoothly
delivered. Fig. 5-4 gives an example, in which we assume that all control commands are privilege
commands for maintaining Grid nodes, and DATA-A and DATA-B are two independent data streams
generated by different processes but sent to the same destination node. If a data packet, e.g.,
DATA_AL, isdropped due to network congestion. Such will block following packets until the packet
is resent successfully. In such asituation, control commands 2 and 3 may be delayed, causing control

problems and troubles for underlying platform.
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Queue of Waiting Packets

enqueue —» dequeue —»
A TCP Socket Connection
Control Control Control
DATA B2 | Command DATA A2 DATA B1 | Command DATA Al Command

3

2

1

Fig. 5-4 Queuing behavior of the TCP socket connections

However, a SCTP-based environment decomposes messages into several streams based on the
messages’ characteristics, e.g., messages are generated by an application, different applications or
different users. Packets of a stream are inserted into an independent queue to wait for being
transmitted. Fig. 5-5 depicts behaviors of the SCTP waiting queues. When a packet, e.g., DATA_B1,
is dropped, the HOL effect will be only on those behind the packet in Stream _id 3. The other two

queues still work normally.

Queue of Waiting Packets

engueue —» dequeue—»
A Multi-streamed SCTP Association
Stream_id 1 Control | Control | Control
...... Command | Command | Command
3 2 1
Stream_id 2
""" DATA-A2 DATA-Al1
Stream_id 3
------ DATA-B2 | DATA-B1

Fig. 5-5 Queuing behavior of a SCTP association
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Chapter 6: Experimentsand Discussion

The RWGSP prototype and our agent communication protocols are developed with Java. The test-
bed of the RWGSP system consists of: 1). 8 Grid nodes that are connected by links of 100MBit/s
Ethernet interfaces and managed by Globus Tool Kit 4.0 as the mobile agent network, and each node
is equipped with dual 100Mbit/s Ethernet LAN interfaces to support multi-homed requirements; 2).
802.11g (i.e., 54 Mbps) WLAN APs to serve wireless network users; 3). three laptops as the wireless
clients, each of which isequipped with a802.11g WL AN interface and an Ethernet LAN interface.

6.1. Inter-Agent Communication

In the following experiments, a receiver roams in the RWGSP environment, visiting Grid nodes
randomly, staying at a node for a given time Tg,, and then migrating to other node to simulate the
users’ migration. A sender sends a message Ms to the receiver periodically, once every gmg time
interval. A user requests, M, (€.9., a balance sheet file for statistic calculation), is sent from a mobile
device to a Grid node via wired or wireless links. The size of a mobile agent and M« are 20KB and
10 KB, respectively.

The first experiment deals with utilization rate of direct mode UP(Dir) given different gmsy and Tgay.
The results are shown in Fig. 6-1, in which A (recall, migration time) ranges from 50ms to 130ms,
avg( A )=90ms, and from which we can conclude that 1). the more frequently a receiver moves (a
shorter Tga), the higher UP(Fwd) (i.e., 1-UP(Dir)) it will be; 2). A larger gms results in a higher
UP(Dir) since the smaller a gmgy IS, the higher the probability that when the sender is ready to send a
request, receiver has already unregistered. However, the affection of gmsg IS NOt significant.

The second experiment concerns the communication costs of the direct and forward modes
between two Grid nodes against different Tg.,. The results are shown in Figs. 6-2(a) and 6-2(b). The
communication time of direct mode varies between 14ms and 41ms, while that of forward mode
ranges from 49ms to 133ms because using forward mode the sendbox has to buffer and send
messages, consequently generating extra data access and communication costs. Interaction between
the two nodes is aso much more complicate than using direct mode. Furthermore, different gmsysdo

not significantly affect communication time.
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Fig. 6-2 Communication time of delivering service requests and data in different
modes
Figs. 6-3(a) and 6-3(b) show comparison of communication time of our Instant Response Service
and Subscribe-and-Notify Service schemes with other synchronous [32][36] and asynchronous
schemes [15][18], respectively. For a synchronous delivery, as shown in Fig. 6-3(a), the Instant
Response Service scheme outperforms others due to the former involving no relay stations. Relay-
based schemes (e.g., Push& Push and Highly Mobile Agents) send their service contents via a relay
station, thus increasing packet traveling time and causing a bottleneck while relay station’s loading is
high. Hierarchical scheme navigates task agents with a navigator agent. This increases time required

for them to migrate from node to node, resulting in additional transferring costs.
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For an asynchronous ddlivery (see Fig. 6-3(b)), the Subscribe-and-Notify Service scheme stores the
delivered contents into sendbox temporarily and forwards them to receivers sometimes later, without
requiring the sender keeping online and staying at a node. On the contrary, the Push& Pull scheme
resends the contents to receiver only when sender stays at a node, causing re-delivery delay and
immovability of mobile agents.
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Fig. 6-3 Comparison of communication time between our schemes and other
service/data delivery schemes

Figs. 6-4(a) and 6-4(b) show comparison of channel utilization rates of our Instant Response
Service and Subscribe-and-Notify Service schemes with other synchronous and asynchronous
schemes [18][19], respectively. Compared with other synchronous schemes, the Instant Response
Service outperforms the relay-based schemes addressed due to the same reason mentioned above. The
more interaction between two nodes for delivering a message, the more bandwidth they consumes. In
Hierarchica scheme [36], a navigator agent navigates more task agents given a longer Tg,,. This
occurence increases the GSRB’s analytical time to track the agents’ location, also raising its channel
utilization rate. On asynchronous schemes, channel utilization rate of our Subscribe-and-Notify
Service scheme is dlightly higher than that of Push& Pull since sending messages that are temporarily

stored in sendboxes needs to establish a channel for a faster re-delivery. The more interactive
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activities, the more bandwidth a scheme consumes. However, the establishment consequently solves

the message chasing problem[14].

100% 100%
0% 0%
80% o 80%
£ 0% & 0% ¢
= | [—»—1rS = I
g 60% Highly ; 60% —
8 50% | PushéFush S 50% | _m— PushiPull
k5 —4— Hierarchical =
g a0% | S g% |
= =]
0% 0%
e | W o0 |
0% t 0% t
0% 1 L L L 1 0% 1 L L L L
0 200 400 600 800 1000 0 200 400 600 800 1000
Mode's staying time (ms) Mode's stapring time (ms)
(8) synchronous schemes (b) asynchronous schemes
(IRS: Instant Response Service) (SNS: Subscribe-and-Notify Service)

Fig. 6-4 Comparison of channel utilization rate between our scheme and other

service/data delivery schemes

6.2. Single-Homed and Multi-Homed Services

In the following experiment, we evaluate performance of service delivery in wired and wireless
LAN environments using TCP-based and multi-homed SCTP-based approaches. Clients and servers
in the environments are all equipped with 1.4GHz CPU, 512MB RAM, ubuntu linux server 7.04 and a
SCTP protocol stack implemented on linux named Iksctp [33]. The network topology of our wired
testbed is illustrated in Fig. 6-5, in which a router has 4 100MB-based LAN interfaces, and a client
has 2 such interfaces.

The network topology of our wireless testbed is same as that of the wired one, except that all
100MB-based LAN interfaces are substituted by 802.11g 54MBps wireless LAN interfaces. User
requests M issued by awired client are individually IMB, 10MB, 50MB and 100MB in length, but
for awireless client, user requests are each IMB, 5MB, 10MB and 25MB in length. Dropping rates of
user request delivery range from 0% to 10% which are emulated by the NIST WAN Emulator [31].
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Fig. 6-5 Network topology of our testbed in which a router has 4 interfaces and a
client has 2 (The interfaces of wired testbed are 100MB Ethernet LAN interfaces,
whereas those of wireless testbed are 802.11g WLAN interfaces)

Utilization rate of a primary path is defined as that in formula (10).
_ bytes_transferred _through_ primary _ path

U = 10
primary- path number _of _bytes_ generated (19)

and utilization rate of an aternate path is

Ualternaie— paths =1-U primary- path (11)

where we assume that the bandwidths of the primary path and alternate path are the same.

Fig. 6-6 depicts that using SCTP utilization rates of alternate paths are amost equal to the dropping

rates of the primary path. The difference between the two rates is resulted from overhead packets, i.e.,

ACKs. For example, the ided situation for delivering 410000000 bytes content in a wireless

environment with 4% dropping rate by deploying SCTP is that 393600000 bytes are transmitted
through primary path and 16400000 bytes via alternate one. Actually, 413159556 and 16538612 bytes
are transferred through primary path and dternate path, respectively. That is overhead size is
19618168 bytes and Uaiernate pah=3.849%. The totd sizes of overhead transferred through primary and
aternate paths are 19559556 bytes and 138612 bytes, respectively. That is 99.3% instead of 96% of

overhead go through the primary path. Hence, the utilization rates of alternate paths are all dlightly

lower than the utilization rates of primary path.
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Fig. 6-6 Utilization rates of an alternate path or alternate paths given different
dropping rates of primary path

Fig. 6-7 (Fig. 6-8) shows throughput of TCP (SCTP) against dropping rates when awired (wireless)
LAN environment is deployed, where throughput is defined as the amount of successfully delivered
contents from Grid node to our mobile client. From these two figures, we can conclude that 1). due to
different slow-start mechanisms, sizes of TCP-based service contents transferred have less influence
on throughput than those of delivered SCTP-based service contents. The dow-start mechanisms [34]
of TCP increase size of a congestion window when receiving an ACK packet, whereas that of SCTP
increases its window size based on number of bytes received by opposite site. The number is recorded
in a Selective ACK (SACK in short) packet replied. Furthermore, SCTP triggers SACKs by delayed
ACK mechanism, which generates an SACK after 4 later packets are received [7]. Basicdly, it is
possible that several SACKs are sent back aggregately after a smdl file is completely delivered. The
window size is then not increased as receiving these delayed SACKs. A slow-start effect is clearly
illustrated in Figs. 6-7(b) and 6-8(b). That’s also why SCTP throughput slightly falls behind TCP
throughput both in drop-free wired and wireless environments [35] (see dropping rate = 0% in Figs 6-
7(a), 6-7(b), 6-8(a) and 6-8(b); 2). The decreasing rate of SCTP throughput is more slowly than that
of TCP throughput, especially when files are large enough owing to two reasons. The first is that a

large file can avoid the slow-start effect. The other is that SCTP resends dropped packets through
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alternate path immediately rather than via temporarily or continuously malfunctioned primary path.
Also, unlike that in a drop-free environment [35], decreasing size of service contents that flow
through primary path will slightly decrease the maximum transmission speed of primary path since it
also decreasing the probability of increasing window size; 3). The decreasing rates of SCTP
throughput on different content sizes in awireless environment are not as significant asthat in awired
one since maximum throughput of a wireless environment is lower than that of a wired one, i.e.,
SCTP can achieve its full transmission speed earlier and easier than TCP, 4). The difference of SCTP
throughputs on large file sizes (e.g., lager than 100MB in wired or 10MB in wireless to avoid slow-

start effect) is not very significant if parameters (e.g., dropping rate and physica bandwidth) are

themselves the same.
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Fig. 6-8 Throughput of service/data delivery from a Grid node to a wireless client

Furthermore, Table 6-1 shows standard deviations of communication costs obtained from a twenty-
fold experiment, in which files of IMB, 10MB, 50MB and 100MB are transmitted in a wired

environment, whereas files of IMB, 5SMB, 10MB and 25MB are delivered in a wireless environment.
Now, we can conclude that SCTP-based delivery is more stable than TCP-based delivery since
SCTP’s standard deviations are much smaller than those of TCP, especially when slow-start effect

dose not occur.

Table 6-1 Standard deviations (SDs) of communication time in wired and wireless

environments.

wired wireless
Protocol Protocol
Size of TCP(ms) | SCTP(ms) | TCP/SCTP | TCP(ms) | SCTP(ms) | TCP/SCTP Size of
delivered contef ivered content
1MB 0.421297 | 0.370887 | 1.135917 | 0.400939 | 0.383644 | 1.045080 1MB
10MB 1.461428 | 0.440808 | 3.315339 | 1.108191 | 0.533513 | 2.077158 SMB
50MB 2.123679 | 0.730778 | 2.906052 | 1.406420 | 0.679977 | 2.068335 10MB
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100MB 2.062215 | 0.810162 | 2.545435 | 1.920785 | 0.689895 | 2.784170 25MB

Average 1517155 | 0.588159 | 2579498 | 1.209084 | 0.649257 | 1.862258 Average

6.3. Multi-Streamed Service Delivery

To study communication time and throughput of a multi-streamed service delivery, we developed
an application also based on the Iksctp library to deliver service content with single-stream and dual-
stream. A stream is given a unique ID. Fig. 6-9 shows that in a congested environment multi-
streamed/dual-streamed delivery using different outgoing queues has better throughput and shorter

communication time than those of a single-streamed also due to the HOL effect.
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Fig. 6-9 Comparison of communication time and throughput of single-streamed and

dual-streamed service delivery in a wireless environment

6.4. Service Delivery in Grid Environment

This experiment evaluated the performance of transferring service requests in environments of 1, 2,
4 and 8 Grid nodes. Nodes are homogeneous and connected to a router via 802.11g wireless LAN

interfaces. Each node is installed a GSRB module. Each time a client sent its user request, e.g.,
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service A (Svcain short) which is afile of IMB for statistic calculation, through mobile agents to a
GSRB on a Grid node. The GSRB then queries the Available Service Index to access information of
all serving nodes, evaluates these nodes by using formulas (6) to (9) and redirects the requests to the
most suitable one. The node after serving the request returns service results (a file afer statistic
calculation which is aso IMB in length) to the client via single or multiple paths. In this experiment,
atota of 500 clients are involved. Fig. 10 shows a snagpshot of C-Score and R-Score table established
by a GSRB for resource broking. The weight variables Wpywg, Wiwd, Wpwi and Wiy, in formula (8) and
(9) areset t0 0.2, 0.8, 0.5 and 0.5, respectively, to calculate T_Scores for al nodes.
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]
GSRB on a Z’é Query result -- C_Score table
E _
Grid node <§/ Node ID | Path ID |  Source IP Dest_IP RTT | 1 Type |1 Weight | Throughtput
Query of Svc, from
Available Service Index
N 2 0 140.128.101.1 | 140.111.58.1 2 FE 6 1213
Node ID=2
— Query /
2 1 140.128.101.1 140.111.57.1 5 FE 6 989
Node_ID=4
Node_ID=5
Node_ID=6 5 0 140.128.99.5 140.110.122.41 3 802.11¢g 5 1029
Node TD=8 5 1 140.128.99.5 140.110.123.62 15 802.11g 5 652
Query result -- R_Score table
Node ID CPU Freq(Ghz) NoCores CAMS CWQL CACUR
2 1 2.4 2 5 5 4
4 I 12 1 2 4 2 F
5 1 1.8 1 2 3 3 @
6 N 1 1.6 1 3 4 4
8 &T‘ 1 1.6 1 2 4 4
3
Node ID 1 R_Score Node_ID T_Score Node_ID C_Score
2 18.8 2 63.22 4 248.5
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Fig. 6-10 Snapshot of C_Score and R_Score tables in a GSRB during node evaluation

process. After querying Available Service Index, R_Score and C_Score of serving

nodes are computed by using formulas (6) and (7), respectively, and finally GSRB

chooses Node 2 which has the highest T_Score as the serving node by deploying
formulas (8) and (9).
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The experiment results of transferring the 1IMB file from a serving node to a client are shown in

Fig. 6-11, in which x-axis represents the amount of clients involved, and y-axis is the time required to

serve dl clients, including statistic calculation and file transferring. However, in a homogeneous

environment, costs of statistic calculation are amost the same. Hence, we omit this portion. Only file
transferring time is addressed. Figs. 6.11(a) and 6.11(b) illustrate that 1). the more nodes a Grid

environment has, the better service performance and faster transferring time it will be; 2). SCTP-
enabled nodes outperformed the TCP-based since users’ requests are distributively served by Grid

nodes and service results are also distributively sent back to clients through different/parallel links.

But SCTP requires at |east one aternate path.
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Chapter 7: Conclusion and Future Work

In this study, we develop a service platform RWGSP, which integrates WLAN, Grid computation,
SCTP and mobile agents, to provide users with a more ubiquitous, robust and reliable environment,
not only to make Gird resources wirelessly accessible, but also to maximize the resource availability
for users. The two key-features of the SCTP, i.e., multi-homing and multi-streaming, support RWGSP
with a more stable and reliable communication. GMAP handles all users’ states and requests through
mobile agents, whereas GSRB deals with service and resource management and brokes suitable
resources to serve clients/users. Moreover, we integrate a distributed sendbox scheme with Grid
platform so that this platform can deliver agent messages based on SIP to solve communication
faillure and message chasing problems. While receiver agents are stationary, direct mode is used to
handle inter-agent communications. Forward mode is invoked as recipients are unregistered, and
messages are forwarded indirectly and distributively by sendboxes. The two modes could eventualy
delivery all messages to their receivers and were successfully integrated into the GSRB. Instance
Response Service and Subscribe-and-Notify Service are implemented based on direct mode and
forward mode, respectively.

Besides, we implemented a SCTP-based message delivery testbed to verify the performance gained
in a congested environment, and compared the performance of our SIP-based agent mechanism with
others existing protocols.

Moreover, we plan to port different feasible SCTP-compatible applications, especialy those of
mobile computing domain, like location-based service, multimedia and scientific computing to
RWGSP and GSRB, and anayze and derive the reliability, cost and performance model of RWGSP

in the near future.
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