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Abstract

In this digital age, people can use fast speed of internet to transmitted digital
multimedia data freely and easily. However some illegal or unauthorized users can
duplicate and transmit digital multimedia from the Internet. Protection of the
intellectual property right becomes an important topic. In this thesis, we proposed a
digital watermark scheme based on Singular Value Decomposition (SVD) method and
Distributed Discrete Wavelet Transformation (DDWT) method for copyright
protection. DDWT performs similar horizontal and vertical process as discrete
wavelet transformation (DWT) to transform data in the spatial domain to the
frequency domain and then embed watermark information in the frequency domain.
So, DDWT can uniformly distribute watermark information in spatial domain, and is
very robust against some image attacks, such as cropping or rotation.

First, we embedded watermark using SVD method and we used 3-scale DDWT
method to embed watermark in sub-band LL and HH. The SVD method is robust to
against geometric attacks (rotation, rescale) and non-geometric attacks (Gaussian
noise, sharp, Gaussian blur). The DDWT method is robust to against cropping attack.
Experimental results show our method can be effective to against geometric attacks

and non-geometric attacks.

Keywords: Digital watermarking technology, Copyright protection, Data hiding,
Singular value decomposition (SVD), Distributed discrete wavelet transformation

(DDWT).
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Chapter 1

Introduction

In this information age, digital multimedia is disseminated rapidly through the
Internet. Digital multimedia could be duplicated with very low cost and tampered
with simple editing instructions by illegal and non-authentication users. Protection of
the intellectual property right becomes an important topic. To protect the intellectual
property right and authentication of legitimate owner, watermark information is
embedded invisibly in digital multimedia and extracted to claim the ownership of
digital multimedia and protect the owner’s right. In this way, the watermark
technology is applied in copyright protection. In this thesis, we proposed a robust
watermark method that combines the Singular Value Decomposition (SVD) [1] and
Distributed Discrete Wavelet Transformation (DDWT) methods [2]. We achieve goals
of information hiding and robustness of watermark against image attacks. This thesis
is organized as follows. Chapter 2 introduces the concept of watermark and related
technologies. We describe SVD method and DDWT method in Chapter 3 and Chapter
4, respectively. Chapter 5 describes watermark embedding and extracting schemes.
Simulation results are shown in Chapter 6. Conclusions are made in Chapter 7, and

future works are discussed in Chapter 8.



Chapter 2

Preliminaries

This chapter is organized as follows. First, we introduce backgrounds of digital
watermarks. Then, we describe watermarking technologies in the spatial domain and

frequency domain in the following sections.

2.1 Digital watermark

In this section, we will introduce the watermark technology, including general

features of watermark, requirements and classification of digital watermark.

2.1.1 General digital watermark

Digital watermark is an important technology to implement copyright
protection. In general, digital watermarking is divided into two parts: the
watermark embedding process and watermark extracting process.

Watermark embedding process: The watermark embedding process
contains an original image (I), the watermark (W), and a secret key (K). The
output of the watermark embedding process is called the stego-image (I'). Fig.

1 shows the watermark embedding process.



Watermark (W)

| (A

4 A : '
I m Watermark embedding n“

|2 4 e

Original Image (I) Stego-image (I')

Secret Key (K)

Figure 1. The block diagram of the watermark embedding process

Watermark extracting process: Fig. 2 shows the watermark extracting
process. Inputs of the watermark extracting process are the stego- image (I'),
the secret key (K), and watermark (W).The output of the watermark

extracting process is the extracted watermark (W").

Watermark (W)
Watermark extracting Extracted
system watermark(W')
Stego-Image (I')
Secret Key (W)

Figure 2. The block diagram of the watermark extracting process

2.1.2 Digital watermark requirements

A good digital watermarking has to satisfy basic requirements as follows:
1. Imperceptibility : Imperceptibility means the embedded digital watermark

will not degrade the quality of the original image. In other words, after



embedding watermark in the digital cover image to produce the
stego-image, the stego-image must have highly visual quality and
indistinguishable from the cover image.

2. Non-removable : Non-removable means undeletable. When images have
not been serious attacked, watermark information should not be removed.

3. Robustness : Robustness means the stego-image can resist attacks. Even
suffered from attacks, the watermark still can be extracted from the
stego-image.

4. Unambiguousness : Unambiguousness means that the extracted watermark

must be clear, and cannot be equivocal in identification.

2.1.3 Classification of digital watermark

In 1999, Petitcolas et al. [6] classified information hiding by different

applications into four branches shown in Fig. 3.

Information Hiding

Covert channels ~ Steganography  Anonymity  Copyright marking

Linguistic Technical Robust Fragile
steganography steganography copyright marking watermarking

Fingerprinting Watermarking
|
[ .
Imperceptible Visible
watermarking watermarking

Figure 3. The classification of data hiding

The digital watermark technology is one branch of information hiding.

Watermark technology has been developing in years and can be classified in the



following three ways.

1. Visual senses: According to the characteristic of human vision, digital
watermark technology can divided into visible watermark and invisible
watermark.

2. Domain: Digital watermark system can process watermark in two domains:
the spatial domain and the frequency domain. To process watermark in spatial
domain means to embed watermark in some pixels by using some method. Tp
process watermark in frequency domain, we use transformation function to
transform original image to the frequency domain, and then embed watermark in
the frequency domain, and do the inverse transform to have the stego-image. We
will describe spatial domain and frequency domain watermarking technologies
watermarking technologies in Section 2.2 and Section 2.3, respectively.

3. Embedding method: Watermarking technology can divided into three classes
according to embedding methods: non-blind watermarking, semi-blind

watermarking and blind watermarking.



2.2 Spatial domain watermarking technologies

Spatial domain watermarking technology embeds directly the watermark in

spatial image without doing any transformation. Eyes of people are not sensitive

enough to feel the slight change in image. Therefore, some scheme may be used

to embed watermark in image in such a way that eyes cannot feel the minor

changes. Least Significant Bits (LSB) [7-10] is a famous spatial domain

watermarking technology.

2.2.1 Least significant bits watermarking scheme

In generally [10-12] , a pixel uses 8-bits to express strength of color pixel.

Therefore, we can remove all of the least significant bits to embed the data

(watermark) that we want to hide in the image. Each pixel can embed 1-bit of

data, so the capacity is decided by the image size. To extract watermark, we

just combine the data taken from LSBs with the original data. Fig. 4 shows

the data flow of LSB watermarking scheme. The disadvantage of LSB is that

it is not robust. We can use encoded watermark or pseudo-random

permutation of the watermark to enhance robustness of the LSB watermark

scheme.

Original image —»{ Set all of SLBs to 0

_ | Embed all data in LSBs by

successively sequence

—» Stego-image

A

Watermark

Figure 4. Data flow of Least Significant Bits watermarking scheme



2.3 Frequency domain watermarking technologies

Digital image in the frequency domain is obtained by transforming the spatial

image. After transformation, it can be used to embed watermark.

2.3.1 Discrete Cosine Transformation (DCT)

In 1995, Koch and Zhao proposed the Discrete Cosine Transformation (DCT)
[13]. Discrete Cosine Transformation processes the spatial domain image to
frequency domain by using Forward Discrete Cosine Transformation (FDCT)
shown in Equation (1). To process the frequency domain image to spatial

domain we use the inverse of Discrete Cosine Transformation (IDCT) shown

in eEquation (2).
. 1 Yy f2x+Diz| [QRy+Djr]
D - i AerAT ey I
(), o ;: y§=0C(I)C(J) (X,y)COS_ N 1 N | (D
1 8 . f2x+Diz| [Q@y+Djr]
f - D AT TR Ak Al il
(X, y) N § ,—2_ CHC()) (I,J)COS_ N % TN | 2)

Where (i, ) means the coefficients of location position in the frequency
domain. (X,y) means the coefficients of location position in the spatial
domain. f(Xx,y) is the pixel value of (x,y)—128. D(i,j) means the
position coefficients (i, j) in frequency domain, and N is the length and

the width of 2-dimention array.



2.3.2 Discrete Wavelet Transformation (DWT)

Discrete Wavelet Transformation (DWT) [14-17] was proposed in 1976, DWT
technology is a basic method on signal processing. There are many different
classes of DWT. Harr DWT [17] scheme is the fastest and is easy to
implement. Harr DWT includes two basic processes, namely horizontal
process and vertical process. The horizontal process is to separate the original
image along the horizontal direction into two equal sub-blocks. Add and
subtract corresponding pixels on the two sub-blocks, then replace pixels on the
left sub-block with the result of the addition and and pixels on the right
sub-block with the result of the subtraction. Denote the processed left
sub-block as L and the right sub-block as H. The vertical process is to separate
the horizontally processed image along the vertical direction into four equal
sub-blocks. Add and Subtract corresponding pixels on the four sub-blocks and
replace pixels on the two upper sub-blocks with the result of the addition and
pixels on the two lower sub-blocks with the result of the subtraction. Thus, we
generate four sub-blocks and denote them as LL, HL, LH, and HH. The

example of 1-scale Discrete Wavelet Transformation is shown in Fig. 5.

B|C|D A+B|c+D|A-B | C-D A C _I _I
LL HL
B D'
Original image > | |
Stepl: L H L H Step2: ‘_‘ ;‘
Horizontal Vertical LH HH
process process

Figure 5. The example for labeling of the 1-scale Discrete Wavelet

Transformation




2.3.3 Discrete Fourier Transformation (DFT)

Fourier Transformation not only can be used on the spatial filtering but also

can be used to process spatial image to frequency domain. Equations (3) and

(4) show the Fourier Transformation (FT) and Inverse Fourier Transformation

(IFT), respectively.

~1N- 27 (LYY
F(u,v)=MZ1N 1f(><,y) e[2 Ly 3)
x=0 y=0
M-1N-1 il W
f(><,y)=L|\I F(u,v) e[z (M NH 4)
u=0 v=0

Where (X,y) means the coefficients of location position in the spatial domain.
(u,v) means the coefficients of location position in the frequency domain.
f(X,y) means the position coefficients (X,Y) in the spatial domain.

F(u,v) means the position coefficients (uU,V) in the frequency domain.



Chapter 3
Background

3.1 Singular Value Decomposition

Singular Value Decomposition (SVD) method is based on linear algebra. Chadra [1]
proposed a new digital watermark scheme using singular value decomposition in 2002
to enhance the robustness of watermark against geometric and non-geometric attacks.
It is also used in image compression [27-32], watermarking technologies [33-36],

signal processing fields [37-43] , noise estimation [44] , ect.

3.1.1 Basic Theory

Singular Value Decomposition is an important topic in linear algebra. SVD
decomposes a matrix into three matrixes. Applications of SVD include computing
pseudo inverse of a matrix, multivariate analysis and solution of least-squares
problems. It is also used in image compression, watermarking technologies, signal
processing fields, noise estimation, etc. SVD is described as follows:

Digital image matrix Ae R™®™ with M >N and R is the real number, can be

represented by SVD as

A=UzV’ (5)

where U and V is theM xM and N x N orthogonal (unitary) matrix of A,. X is the

MxN diagonal matrix, ie. X=diag(c;,0,,..,0,) , p=min{M,N} and

0,20,2..20,20 represent the singular values o; of A.

10



3.1.2 The watermark embedding process

Step 1 Input original image X (M x N ) and watermark image W (P xQ ), and do

SVD to the original image X and the watermark W to obtain -

X:Ux ZXV; (6)

W =U, %, V\/\I (7

Where >, and >, means the singular value of the original image X and

watermark W, respectively. o, are eigenvalues of X, , o, are
| |
eigenvalues of X, . Element of o, is [oy , 0y ,...., oy ] with
>0, >..> > i i
Oy, 20y, 2..20, 20. Element of o, is [0y ,0y ,..., Oy ] With

Oy 20y, 2...20, 20.

Step 2 Embed the singular value of watermark into the singular value of the
original image.

o, =0y +(a;x0y) ®)
Where o, means the element of 2., and o, means the element of 2., .

o, istheelementof X,, X, means the singular matrix of the

stego-image Y.

Step 3 The stego-image Y is obtained by

Y =Uy ZYVxT )

11



3.1.3 The watermark extracting process
Step 1 Input the attacked image Y’, using SVD to obtain:

Y'=U'Y V" (10)
Step 2 The singular matrix of extracted watermark is obtained as follows:

> = &) (11)

a

Step 3 We multiply the three matrices to obtain the extracted watermark W’

W'=U,, 2, Vi (12)

12



3.2 Lin’s Distributed Discrete Wavelet

Transformation Scheme

In 2006, Lin et al. [2] proposed the Distributed Discrete Wavelet Transformation
Scheme (DDWT) technology [6-8]. DDWT watermark technology is based on DWT
watermark technology. DDWT uses two basic processes: the horizontal process and
the vertical process. The DDWT watermark technology is different from the DWT
watermark technology. The DWT watermark scheme collectedly embed watermark in
some sub-band, whereas the DDWT watermark scheme uniformly disperse the
watermark over the image. The advantage of DDWT watermark scheme is that it is
very robust against cropping and rotation attacks. But the disadvantage of DDWT
watermark scheme is not very robust against other geometric attacks such as scaling,

and non-geometric attacks such as sharp, Gaussian blur and Gaussian noise.

3.2.1 Multi-scale Distributed Discrete Wavelet

Transformation (DDWT)

DDWT is based on Discrete Wavelet Transformation (DWT), which consists of the
horizontal process and the vertical process. The steps of multi-scale DDWT

transformation are described as follows:

Step 1 Horizontal process:
1) Separate the original image along horizontal direction in two equal blocks.
2) Add and subtract corresponding pixels on the two sub-blocks, then replace
pixels on the left sub block with the result of the addition and pixels on the right

sub-block with the result of the subtraction. Denote the processed left sub block

13



as L and the right sub-block as H.

Step 2 Vertical process:

1) Separate the horizontal processed image along vertical direction into two
equal blocks.

2) Add and Subtract corresponding pixels on the two sub-blocks and replace
pixels on the upper sub block with the result of the addition and pixels on the
lower sub-block with the result of the subtraction. Thus, we generate four
sub-blocks and denote them LL, HL, LH, and HH shown in Fig. 6. Fig. 7
shows results of the multiple-scale DDWT. The 1-scale DDWT transform of

original image with 4x4 pixels is shown in Fig. 8.

Step 3 Repeat Stepl and Step2 K times:
Results of K-scale DDWT transform is generated by doing Stepl and Step 2

operations on the sub-band LL of (K-1)-scale DDWT transform.

A|lB|C|D A+C |B+D | A-C | B-D A _I _I

HL

HH

LL
BY
Original image | P |
Stepl: L H C L H Step2: _I _I
Horizontal Vertical LH
process D' process

Figure 6. The example for labeling of the 1-scale Distributed Discrete Wavelet

Transformation
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LL, | HL, L HL,

LL; | HL, HL, | — HL,

LH, | HH, LH, | HH,

LH, | HH, LH, | HH, LH, | HH,

@ b © @

Figure 7. Multiple-scale DDWT processes (a) The original image and results of (b)

1-scale DDWT (c) 2-scale DDWT (d) 3-scale DDWT

A+C+ | B+D+ | A-C+ | B-D+

B C D A+C | B+D [ A-C [ B-D +K | J#+L | 1K J-L

E+G+ | F+H+ | E-G+ | F-H+

E|F|! G| H E+G | F+H | E-G | F-H 40 | N+p | Mo | nop

E E A+C- | B+D- | A-C- | B-D-

| J K| L Stepl: K | L | KL Step2: IK | JL | K | J+L
Horizontally Vertically

Process ~ a Process E+G- | F+H- | E-G- | F-H-

M| N|O|P M+O | N+P | M-O | N-P Mo | N | Mo | Nep

Figure 8. The example of 1-scale DDWT on an original image with 4x4 pixels

3.2.2 The watermark embedding process

Step 1 Input original image X (M x M ) and watermark image W (N xN ) ;

Step 2 Using K-scale DDWT transform with X, where K is the number of scales
and set scaling value t ;

Step 3 Take the HL and LH from the K-scale DDWT transform and embed

watermark into sub-band HL and LH using following equations:

If W

Wi = 0; HL

i =X @ +HL (13)

If W

=1 LH,, =tx(2)? +LH, (14)

@.J)
Step 4 Repeat step 3, until all of the watermark information are embedded ;

Step 5 Do inverse DDWT to obtain the stego-image.

15



3.2.3 The watermark extracting process

Step 1 Input embedded image E and original image X (M xM ) ;

Step 2 Compute the block length | of image data for a single extracting process :

M
() 05

Step 3 Divide E and X with block length | into sub-blocks. Each image can be

divided into s sub-blocks, s=((2“")*) to obtain E; and X; , where
ie {1,2,...3} ;

Step 4 Subtract corresponding subsections from E and X, resulting in elements of
array Vi, where i€ {1, 2,...5} ;

Step 5 With each block of V, divide it into four square subsections with block
length of (1/2). The sub-blocks are named as LL, HL, LH, and HH.

Step 6 Extract the individual pixel of the embedded watermark by equation (16):

>0
(i,1) (16)

1, LL;, >0 and LH
(. =~ >0

0, LL;;, >0 and HL

Step 7 Repeat until all of the pixels in the embedded image are processed.

16



Chapter 4

Proposed Scheme

We combine the SVD watermark technology and DDWT watermark technology to
obtain a novel watermark scheme. Our proposed watermark scheme combines the
merits of SVD and DDWT. SVD will provide the robustness against geometric
attacks (such as rotation or rescaling) and non-geometric attacks (such as sharp,
Gaussian noise and Gaussian blur). DDWT will provide the robustness against
cropping attacks. Our proposed watermark scheme is very robust against most kinds
of geometric attacks and non-geometric attacks. Our proposed watermark is also

robust against special attacks such as waveform, fisheye and mosaic.

4.1 Watermark embedding process

Our digital watermark embedding process is described in the following six steps:

Step 1 Input the original image X,,,, and the watermarkW,_, ;

Step 2 Apply SVD on X and W:
X =U,Z, V] (17)
W =U, X,V (18)

Step 3 Embed the watermark by processing eigenvalues as follows:

o, =0y +(axoy) (19)
Where o, are eigenvalues of Y., , o, are eigenvalues of 2., o, are

eigenvalues of 2, .

Step 4 Use SVD to obtainY ':

Y'=U,ZV, (20)
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Step 5 Process Y 'with the 3-scale DDWT and embed watermarks in sub-bands

LL3 and HH3 :
IFW (i, j)=0 then Y, (i, j) =Y, (i, ) +ax(2*); (21)
IFW @, j) =1 then Y, (i, J) =Yy, (i, D) +ax(2); (22)

Step 6 Apply inverse DDWT to obtain the stego-image Y.

4.2 Watermark extracting process

Our digital watermark extracting process is described in the following five steps:
Step 1 Input the stego-image Y, the original image X, the imageY ', and the

watermark W.

Step 2 Subtract Y 'from Y to obtainY,,, , and apply equation (23) to extract the

embedded watermark W,

- 0, if Yyour (1, J) <0
Wopur (I, j)=4 .7 2 23
oowr (1 1) { 1, otherwise (23)
Step 3 Apply SVD on X, Y 'and W to find their eigenvalues o, , 0y, , 0y .
Y =U,ZV,/ (24)
W =U, 2, Vi (25)
X =U,Z,Vy (26)
Step 4 ExtractX, , by using equation (27):
o, —O
Osvp = X - (27)
a
Where oy, is elements of eigenvalues in X, ;.
Step 5 Apply SVD to obtain the SVD watermark Wgyp:
Wevp = UWZSVDVV;II— (28)

18



Chapter 5

Experimental Results and Analysis

In this chapter, we describe the hardware and software in experimental environment in
Section 6.1. We describe the measurement tools to compare the quality of image and
the watermark in Section 6.2. Then we show the result of the proposed method in
Section 6.3. To test the robustness of our proposed method, we attack the stego-image
by means of geometric attacks and non-geometric attacks, including cropping, sharp,
Gaussian noise, Gaussian blur, contract adjustment, histogram equalization, rescaling

(512—256—512), mosaic (2 pixels), waveform and fisheye.

5.1 Environmental setting

In our experiment, we used the original image of Lena with 512x512 pixels 24-bit full
color image shown in Fig. 9(a).The watermark is a binary image with 64x64 pixels
binary image shown in Fig. 9(b). The experimental environment was an HP-Compaq
Presario V3016 laptop computer, with a Mobile Dual Core AMD Turion 64 X2 TL-52,
1600 MHz CPU, and 1GB RAM. The algorithm implementation software is
MATLAB, running on Windows XP. Attacking tests had been done by using Adobe

Photo Shop CS version 8.0.

(a) (b)

Figure 9. The experimental setting (a) Original image (b) Watermark
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5.2 Measurement tools

To measure the quality of the stego-image, we compute its Peak Signal to Noise
Ratios (PSNR) value. A stego-image with higher PSNR value means it is more

similar to the original image. The PSNR is defined as below:

255°
PSNR =10x1log,, ———dB 29
g0 MSE (29)

Where MSE is the mean square error of the two images:
1 m-1 m-1 )
MSE = (Fj )3 (- 5;) (30)

Where ;s stand for pixels of original image, f3; s stand for pixels of stego-image.

Pearson’s Correlation Coefficient is also used to measure correlation or association

between the original watermark (W) and the extracted watermark (W'):
n-1 n-1

Z(W@n W)W, -W)

n-1 n— J=0 n-1 n-1 (31)
[E 0, S5, )

Where W means the original watermark, W' means the extracted watermark,

Corr (W,W') =

—_ ”

-1 n-1 n-1 n-1

W

'
0 2 W)

is the mean value of W, W'==221=*
n nxn

>
>

[{yg

Il
<

W= is the mean value of

XO

n

W '. The Pearson’s Correlation Coefficient value is between -1 and +1. The value
close to +1 indicates positive correlated, while close to -1 indicates negative

correlated.

5.3 Experimental results

The results of our proposed watermark method will be shown in Section 6.3.1.
Results of the stego-image under attacking tests will be shown in Section 6.3.2. We

used geometric attacks and non-geometric attacks (such as cropping, sharp,
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Gaussian noise, Gaussian blur, contract adjustment, histogram equalization,
rescaling (512—256—512), mosaic (2 pixels), waveform and fisheye). The DDWT
method watermark Wppwr and the SVD method watermark Wsyp extracted from
attacked images will be shown in Section 6.3.2. We analyses the quality of attacked

images and extracted watermarks in Section 6.4.

5.3.1 The watermark embedding and extracting results

We embed and extract watermarks by the proposed scheme. After the watermark
embedding process, we obtain a stego-image with high image quality (PSNR =
43.616) in Fig. 10(a). After the watermark extracting process, we obtain the
DDWT watermark, Wppwr, and the SVD watermark, Wsyp, shown in Fig. 10(b)

and Fig. 10(c), respectively.

A S S RE AE
Rk ik & R
RE R A& R

ik Rk R i

R R RE R
R S S RE R

AP AE RE RE -

P FLs K X

A RE RE RE ‘k
Rk ik Rk Rk

RE RE A& A

(a) (b) (©)

Figure 10. The original results (a) The stego-image Lena (b) The extracted watermark

Wopwr (¢) The extracted watermark Wgyp.

5.3.2 Attacked image and extracted watermark

Attacking tests had been done by using Adobe Photo Shop CS version 8.0. Our

image attacks include geometric attacks and non-geometric attacks (such as
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cropping, sharp, Gaussian noise, Gaussian blur, contract adjustment, histogram

equalization, rescaling (512—256—512), mosaic (2 pixels), waveform and

fisheye). We will show and analyze results based on attacking methods.

5.3.2.1 Cropping attacks

Cropping attack is one kind of common geometric attacks. The DDWT method

is shown very robust to cropping attacks.

Table 1. Cropping attacks:

attacked images, cropping parameter, and image PSNR values

Attacks

Cropping

Parameters

10x10 pixels

Attacked

image

PSNR

34.72

25% of upper left

corner

8.46

25% of lower right

corner

8.33

Parameters

25% of middle

Attacked

image

PSNR

8.96

50% of upper side
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Table 2. Extracted DDWT watermark, Wppwr, from image under cropping attacks,

and its Pearson’s correlation coefficient value

Attacks

Cropping

25% of upper left

25% of lower

.
Parameters 10x10 pixels .
corner right corner
Rik Rik Rik i Ri€ Ri€ Ri€ Ri€ Ri€ Ri€
RE RE RE EX EX EX EX EX EX EX
Rik Rik Rik i Ri€ Ri€ Ri€ Ri€ Ri€ Ri€
RE RE RE EX EX EX EX EX EX EX
Rik Rik Rik Rik Ri€ Ri€ Ri€ Ri€ Ri€ i€
RE RE RE EX EX EX EX EX EX EX
Rik Rik Rik i Ri€ Ri€ Ri€ Ri€ Ri€ i€
W RE RE RE EX EX EX EX EX EX
Rik Rik Rik Rik i€ i€ i€ i€ i€
DDWT RE RE RE EX EX );1‘? EX EX );1‘? ES
Rik Rik Rik Rik i€ i€ i€ i€ i€ i€
RE RE RE EX EX EX EX EX EX EX
Rik Rik Rik i Ri€ Ri€ Ri€ Ri€ Ri€ i€
RE RE RE EX EX EX EX EX EX EX
Rik Rik Rik Rik i€ i€ i€ i€ i€ i€
RE RE RE EX EX EX EX EX

Corr(W,W’)

1

o . Y . . Y .
Parameters 25% of middle 50% of right side | 50% of upper side
EE EE EE R R R
LS LS LS LS (S 4 A%
EE EE EE R R R
LS LS LS LS (S 4 A%
EE R R R
LS LS AT x5
EE R R R
W LS LS AT x5
EE R R R R R R R
DDWT AL AL AE AE AE AE AE AE
EE R R R R R R R
AL AL AE AE AE AE AE AE
EE EE EE R R R R R R R
AL AL AL AL AE AE AE AE AE AE
EE EE EE R R R R R R R
AL AL AL AL AE AE AE AE AE AE

Corr(W, W)

Table 3. Extracted SVD watermark, Wgyp, from image under cropping attacks, and

its Pearson’s correlation coefficient value

Attacks

Cropping

Parameters

10x10 pixels

25% of upper left

corner

25% of lower

right corner

Wsvp

KE

Corr(W,W’)

0.87

0.09

0.08

Parameters

25% of middle

50% of right side

50% of upper side

Wsvp

Corr(W,W’)

0.11

-0.17

-0.23
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Cropping is a series attack that might impact the quality of image. The
extracted watermarks Wppwr from images under cropping attacks are shown
in Table 2. Even after severe image cropping attacks, the extracted watermark,
Wopwr, still shows very robust and can be identified with the original

watermark.

5.3.2.2 Rotation attacks
Rotation attacks use clockwise direction to rotate images. The rotation attacks

have rotation angle from 1° to 30°.

Table 4. Rotation attacks:

attacked images, rotation parameter, and image PSNR values

Attacks Rotation (Clockwise direction)

Parameters

Attacked

image

PSNR

Parameters 15° 30°

Attacked

image

PSNR 11.42 10.35
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Table 5. Extracted DDWT watermark, Wppwr, from images under rotation attacks,

and its Pearson’s correlation coefficient value

Attacks Rotation (Clockwise direction)

Parameters

WDDWT

Corr(W,W”)

Parameters

Wopwr

Corr(W, W) 0.47 0.21

Table 6. Extracted SVD watermark, Wsyp, from images under rotation attacks, and

its Pearson’s correlation coefficient value

Attacks Rotation (Clockwise direction)
Parameters 1° 3° 5°
£ ok L POE

WSVD J_ ;fa H = 1 =
Corr(W,W?) 0.44 0.44 0.44
Parameters 15° 30°

Wsvp )
Corr(W,W’) 0.17 NaN
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From results shown in Table 5 and Table 6, we find that the DDWT watermark,
Wopwr 18 very robust against rotation attacks while the SVD watermark, Wgyp_ is
vulnerable to rotation attacks. After 30 degree rotation, one can hardly extract any

embedded watermark information.

5.3.2.3 Sharp attacks

We attack the stego-image with sharpening attacks of intensity from 10% to 80%
and 9.4 numbers of pixels. The stego-images after sharpening attacks are shown
in Table 7. The extracted DDWT watermarks, Wppwt, and SVD watermarks,
Wsyp, after sharpening attacks are shown in Table 8 and Table 9, respectively.
The extracted watermarks, whether embedded by the DDWT method or SVD

method, show robust against sharpening attacks.

Table 7. Sharp attacks:

attacked images, sharpening parameter, and image PSNR values

Attacks Sharp

Parameters 10% 20% 30%

Attacked

image

PSNR

Parameters

Attacked

image

PSNR
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Table 8. The DDWT watermark extracted from images after sharpening attacks and

its Pearson’s correlation coefficient

Attacks Sharp

Parameters 10% 20% 30%

EE EE EE &l Rt Rt Rt Rt Rt Rt Rt Rt
RE RE RE RE AP AP AP AP AP AP AP AP
EE EE EE &l Rt Rt Rt Rt Rt Rt Rt Rt
RE RE RE RE AP AP AP AP AP AP AP AP
EE EE EE &l Rt Rt Rt Rt Rt Rt Rt Rt
RE RE RE RE AP AP AP AP AP AP AP AP
EE R EE &l Rt Rif Rt Rt Rt ih Rt Rt
RE RE RE RE AP AP AP AP AP AP AP AP
VV DDWT &l EE EE &l Rt Rt Rt Rt Rt Rt Rt Rt
RE RE RE RE AP AP AP AP AP R AP AP
EE EE EE &l Rt Rt Rt Rt Rt Rt Rt Rt
RE RE RE RE AP B AP AP AP AP AP AP
EE EE EE &l Rt Rt Aib Rt Rt Rt Aib Hib
RE RE RE RE AP AP AP AP AP AP S A
EE EE EE gl Rt Rt Rt Rt Rt Rt Rt Hib
KE KE KE KE AP AP AP AA AP AP AP A4

Corr(W,W’) 1 1 1

Parameters 50% 80%

Rif Rif Rif Rif L3 ki ki ki
KE KE KE KE kP kP kP kP
Rif Rif Ri% Rife ki ki L] Rk
KE KE KE K kP kP K K
Rif Rif Rif Rif ki L3 L3 i
KE KE KE KE kP kP kP kP
Rk Rl Rif Rif ki Rif ki ki
KE K KE KE kP R kP kP
&V DDWT Rik Rk Rk Rif Rik ki R ki
KE KE KE KE kP P kP kP
Rif Rif R Rif ki Rifi Rk ki
KE KE KE KE kP K3 kP kP
Rif Rif i *if L3 ki i Fi
KE KE KE R kP kP K R
Rif Rif Rif Rif Rk ki ki R
KE KE KE K5 kP 7 7 ki

Corr(W, W) 1 0.99

Table 9. The SVD watermark extracted from images after sharpening attacks and its

Pearson’s correlation coefficient value

Attacks Sharp

Parameters 10% 20% 30%

fﬁi&ﬂ

A

L
e -
LN <

i S

Corr(W,W’) 0.74 0.62 0.57

Wsvp

Parameters 50%

Wsvp

Corr(W, W) 0.48 0.47
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5.3.2.4 Gaussian noise attacks
Gaussian noise attacks mean to add Gaussian noise into the image. In the
attacking tests, we added 0.1% to 1% total pixels numbers in the stego-image.
The stego-images after Gaussian noise attacks are shown in Ttable 10. The
extracted DDWT watermarks, Wppwr, and SVD watermarks, Wgyp, after
Gaussian noise attacks are shown in Table 11 and Table 12, respectively. The
experimental results show that the SVD watermark is robust against Gaussian
noise attacks, while the DDWT watermark is vulnerable to Gaussian noise
attacks. The Pearson’s correlation coefficient of the DDWT watermark
decrease sharply for images added with 1% total pixels numbers of Gaussian

noise.

Table 10. Gaussian noise attacks:

attacked images, Gaussian noise parameter, and image PSNR values

Attacks Gaussian Noise

Parameters 0.1% 0.3%

Attacked

image

PSNR

Parameters

Attacked

image

PSNR
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Table 11. Extracted DDWT watermark from images under Gaussian noise attacks and

its Pearson’s correlation coefficient

Attacks Gaussian Noise
Parameters 0.1% 0.3% 0.5%
e e e e SR
ELs ELs ELs ELs
EE3 EE3 EE3 EE3
ELs ELs ELs ELs
EE3 EE3 EE3 EE3
ELs ELs ELs ELs
oo o8
Wopwr I
EE3 EE3 EE3 EE3
RE ™ RE ™ RE ™ RE .
ELs ELs ELs ELs
o o8 o8
Corr(W,W?) 1 0.59
Parameters
Wopwr
Corr(W,W’)

Table 12. Extracted SVD watermark from images under Gaussian noise attacks and

its Pearson’s correlation coefficient value

Attacks Gaussian Noise
Parameters 0.1% 0.3% 0.5%
Wen & & &
AE AE AF
Corr(W,W?) 0.99 0.99 0.99
Parameters 0.8% 1%
Corr(W,W”) 0.99 0.99
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5.3.2.5 Gaussian blurs attacks
We attacked the stego-image by using Gaussian blurs with intensity from 0.1
to 1 numbers of pixels. The stego-images after Gaussian blur attacks are shown
in Table 13. The extracted DDWT watermarks, Wppwr, and SVD watermarks,
Wsvp, after Gaussian blur attacks are shown in Table 14 and Table 15,
respectively. From the experimental results, we find that the DDWT watermark
is more robust than the SVD watermark. One can still identify the DDWT
watermark extracted from stego-images under Gaussian blur with intensity of 1
pixel value, while one cannot tell the identity of the blurry SVD watermark

extracted from image under the same intensity of Gaussian blur attacks.

Table 13. Gaussian blur attacks:

attacked images, Gaussian blur parameter, and image PSNR values

Attacks Gaussian Blur

Parameters 0.1

Attacked

image

PSNR

Parameters 0.8 1

Attacked

image

PSNR
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Table 14. Extracted DDWT watermark from images under Gaussian blur attacks and

its Pearson’s correlation coefficient

Attacks Gaussian Blur

Parameters

WDDWT

Corr(W,W)

Parameters

Wopwr

Corr(W,W”)

Table 15. Extracted SVD watermark from images under Gaussian blur attacks and its

its Pearson’s correlation coefficient value

Attacks Gaussian Blur
Parameters 0.1 0.3 0.5
N 6
SVD
A2
Corr(W,W?) 0.99 0.26 0.15
Parameters 0.8 1
Wsvp
Corr(W,W”) 0.04
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5.3.2.6 Contrast adjustment attacks

We adjusted the contrast of the foreground and background of image to attack
the stego-image, the contrast parameter is adjusted from -40 to +80. The
stego-images after contrast adjustment attacks are shown in Table 16. The
extracted DDWT watermarks, Wppwt, and SVD watermarks, Wsyp, after
contrast adjustment attacks are shown in Table 17 and Table 18, respectively.
The experimental results show that the SVD watermark is robust against
contrast adjustment attacks. The negative contrast adjustment attacks will result
in negatively correlated relationship between the extracted SVD watermark and
the original watermark, but identity of the extracted SVD watermark is obvious.

The positive contrast adjustment (80%) damages the DDWT watermark (Corr =

0.69) more seriously than the SVD watermark (Corr = 0.95).

Table 16. Contrast Adjustment attacks:

attacked images, contrast adjustment parameter, and image PSNR values

Attacks

Contrast Adjustment

Parameters

Attacked

image

PSNR

Parameters

Attacked

image

PSNR
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Table 17. Extracted DDWT watermark from images under contrast adjustment

attacks and its Pearson’s correlation coefficient

Attacks Contrast Adjustment
Parameters 20
A A * A
AP AP g3 AP
R A an EE
A AP A L3
A A s A
AP AP g ER
£oBoron
Wopwr
* ) kit A
A AP g AP
A A A #
AP AP * AT
* A ) A
A AP AP RAE
Corr(W,W’) 1
Parameters 40 60 80
Ee
RE ZF
£ Al &
ES E3 X 3
WppwT novou o 5 ; g
LS R i * R E 3 *
ES RE AE * AP *
Rif Rif i A Rl Rl i A Nk e #
RE RE A < FX: o KB * *
LS Rif R Rk x & kN
ES RE Rie 2 Kie A
Corr(W, W) 1 0.97 0.69

Table 18. Extracted SVD watermark from images under contrast adjustment attacks

and its Pearson’s correlation coefficient value

Attacks Contrast Adjustment
Parameters -40 -20 20
s
Corr(W,W”) -0.99 -0.99 0.99
Parameters 40 60 80
A A A&
Corr(W,W?) 0.99 0.98 0.94
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5.3.2.7 Special attacks

Special image attacks in our experiments include Histogram Equalization,
Rescale, Mosaic, Waveform, and Fisheye. We utilized the auto functioin
provide by Photoshop to do the histogram equalization. The rescaling attacks
was done by rescaling the 512x512 image to 256x256 image first, and then
rescaling it back to a size of 512x512 again. The mosaic effect was done by
forming mosaic square by 2 pixels. The waveform attacks were done by distort
the stego-image with 5 waveforms. The fisheye attacks were generated by
using the auto function provided by Photoshop to produce a distorted image
area as a round circle. The stego-images after special attacks are shown in
Table 19. The extracted DDWT watermarks, Wppwr, and SVD watermarks,
Wsyp, after special attacks are shown in Table 20 and Table 21, respectively.
From the experimental results, we observe that

« The experimental results show that both DDWT and SVD watermarks are
robust against the histogram attacks.

« The rescaling attacks decrease the quality of both kinds of watermarks, but
the identity of the watermark is still discernible.

- The SVD watermark is very robust against mosaic attacks, while the
DDWT watermark is degraded but still discernible.

« The waveform attacks degrade the DDWT watermark, but the watermark
is still identifiable. The waveform attacks severely damages the SVD
watermark.

- The fisheye effect attacks distort the stego-image, but keep intact some of
the DDWT watermarks (Corr = 1). The fisheye effect attacks blot out

information of the SVD watermark.
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attacked images, attacking method and parameter, and image PSNR values

Table 19. Special attacks:

Histogram
Attacks Rescale Mosaic
Equalization
Parameters Auto 512—256—512 2
£ "
Attacked
image
PSNR 24.02
Attacks Waveform
Parameters Auto
Attacked
image
PSNR 15.97

Table 20. Extracted DDWT watermark from images under special attacks and its

Pearson’s correlation coefficient

Histogram
Attacks Rescale Mosaic
Equalization
Parameters Auto 512—256—512 2
R R R Rk it L33 & A
RE K K RE IS R
x* ik e s x* kil e Rl
RE R R R
Wopwr
A *A A #
P g EY EY
A A A * A
E X3 * RE
#* P A EL ]
A ET-3 ES3 A
Corr(W,W’) 1 0.58 0.52
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Attacks Waveform
Parameters Auto
WDDWT
Corr(W,W’) 1

Table 21. Extracted SVD watermark from images under special attacks and its

Pearson’s correlation coefficient value

Histogram
Attacks Rescale Masaic
Equalization
Parameters Auto 512—256—512 2
W R Ak &2
Corr(W,W?) 0.98 0.76 0.99
Attacks Waveform
Parameters
Wsvp
Corr(W,W’) 0.08 0.03
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5.4 Quality analyses of attacked images and

extracted watermarks

5.4.1 PSNR of attacked images

Fig. 11 shows the PSNR values of the stego-image after image attacks. We
observe a low value of PSNR after cropping, rotation, Gaussian blur, contract
adjustment, waveform, fisheye, and histogram equalization attacks, and a high
value of PSNR after sharpening, Gaussian noise, rescale, and mosaic attacks. A
high PSNR value just indicates high visual quality of the attacked stego-image
to the original cover image, and the PSNR cannot be used to estimate the

intactness of the embedded watermark information.

Average PSNR value of attacked image
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Figure 11. Average PSNR value of attacked image
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5.4.2 Pearson’s correlation coefficient of extracted

DDWT watermarks
Fig. 12 shows the average value of the Pearson’s correlation coefficient of DDWT
watermark.
We observe that extracted DDWT watermarks from stego-images after attacks have
good average Pearson’s correlation coefficient. All of them have a mean correlation
value around 0.5 or higher, and some of them even have a mean correlation value
very close to 1. The DDWT watermark shows very robust against most kind of

attacks. Most of the extracted DDWT watermarks are identifiable.

Average Pearson’s Correlation Coefficient of watermark Wopwr

1_
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Figure 12. Average Pearson’s correlation coefficient of DDWT watermarks
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5.4.3 Pearson’s correlation coefficient of extracted SVD

watermarks

Fig. 13 shows the average value of the Pearson’s correlation coefficient of SVD
watermark.

We observe very low mean values of the Pearson’s correlation coefficient of
extracted SVD watermarks from the stego-image under cropping, rotation,
Gaussian blur, waveform, and fisheye attacks, and high mean values of the
Pearson’s correlation coefficient from the other attacks. It shows that the SVD
watermark method is robust against many attacks but its robustness can be
enhanced by combining it with other watermark method, which is already done in

our proposed watermark method.

Average Pearson’s Correlation Coefficient of watermark Wgyp

1
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0.6
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Figure 13. Average Pearson’s correlation coefficient of SVD watermarks
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Chapter 6

Conclusions

We propose a novel watermark scheme that is very robust and is capable to provide
copyright protection. To improve the requirements of watermark security, we
successfully take advantage of the merits of Distributed Discrete Wavelet
Transformation (DDWT) and Singular Value Decomposition (SVD) watermarking
techniques. Although the SVD-based watermark method alone is not efficient against
some geometric and non-geometric attacks, and the DDWT-based watermark method
alone is not efficient against the other geometric and non-geometric attacks. Our
scheme solves problems the disadvantage of DDWT-based and the SVD-based
watermark technologies by seamlessly combining the DDWT and SVD methods. The
DDWT method enhances robust against attacks such as cropping and rotation attacks.
The SVD method enhances robust against other geometric attacks (such as contrast
adjustment and histogram equalization) and other non-geometric attacks (such as
rescaling).

The robustness of our watermark scheme has been experimentally verified. That it can
resist both common geometry and non-geometry attacks such as cropping, rotation,
sharp, Gaussian noise, Gaussian blur, contrast adjustment, waveform, fisheye,
histogram equalization and rescale. Experimental results show that our scheme is

robust and so it can effectively offer copyright protection for legal owners.
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