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Abstract

Intrusion detection is the means to identify the intrusive behaviors and provides
useful information to intruded systems to respond fast and to avoid or reduce damages.
In recent years, learning machine technology is often used as a detection method in
anomaly detection. In this thesis, we use support vector machine as alearning method
for anomaly detection, and use LibSVM as the support vector machine tool. By using
this tool, we get rid of numerous and complex operation and do not have to use
external tools for finding parameters as need by using other algorithms such as the
genetic algorithm. Experimental results show that hgh average detection rates and
low average false positive rates in anomaly detection are achieved by our proposed

approach

Keyword: Anomaly Detection, LibSVM, Intrusion Detection System, Support Vector
Machine, One-class SVM
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Chapter 1
| ntroduction

Intrusion detectionsystem (IDS) forms the second line of defense, and the intrusion
detection technology has become critical to protect systems and users in the Internet
age[1]. Intrusion detection is the means to identify and indicate the intrusive behaviors.
Information of users is monitored and collected, and is analyzed to find the users
patterns of behavior. The gathered information is compared with known data to detect
invasions, attacks and abnormal activities. Upon detection of intrusiors, intruded
systems respond to avoid or reduce further damages.

There are mainly two types of intrusion detection techniques. anomaly detection
and misuse detection. We will focus on learning-based anomaly detection in this
paper.

Anomaly detection uses datistical analysis methods to analyze norma users
behaviors on the Internet plus internal information flow statistics and records to build
aprofile. Then, this profile is used as a benchmark to classify activities of system
operatiors. Abnormal activities are detected when events occur outside the scope of
normal activities. The advantage of anomaly detection is that one needs not to worry
about various possible attacks until the first occurrence of abnormal behaviors is
recorded.

For anomaly detection, we train databy support vector machine (SVM) [2]. There
are many researches with good results about learning-based IDS with SVM [3, 4] and
anomaly detection [5, 6]. To improve the efficiency for anomaly detection, some
researchers propose to combine SVM with other technologies, for example, reural
networks [7,8,9], and genetic algorithm [10, 11, 12]. We study in this thesis the

feasibility of using LibSVM for anomaly detection.



SVM is a dtatistical learning theory based on machine learning methods. A
special property of SVM is that it simultaneously minimizes empirical classification
errors and maximizes geometric margins. By training with lots of data, SVM learns to
find the best compromise and give the best projection with limited information

We use KDDCUP 1999 dataset as training and testing data [13]. Two forms of
SVM: C-SVM and one-class SVYM are used as classification technologies and
LibSVM [14] is chosen as the SVM tool.

We find that we can get good results by using this tool without evolved
procedures such as the selection of parameters, which is hard to decide when using
SVM. Thereare many ways to try out best parameters, such as genetic algorithm (GA)
which needs lots of computations and consumes much time.

The suitable SVM is found by observation of the experimental outcomes of
anomaly detection by different types of SVM. The high average detection rates and
low average false positive rates in anomaly detection show our proposed approach is
feasible.

The rest of this thesis is organized as follows. In chapter 2, we will introduce
briefly the two forms of SVM. In chapter 3, we will present our experiments and in

chapter 4, the results. Conclusions will be givenin chapter 5.



Chapter 2

Background
2.1 Support Vector Machine

Sometimes we want to catachrestically classify data into two groups. There
exist a few good technologies for classification such as the rai ve Bayes and neural
networks. When applied correctly, these technologies give acceptable results. Most
important advantages of SVM are simple to use and high precision

SVM is a statistical learning theory based on machine learning methods. SVM is
widely used in the respect of bioinformatics, data mining, image recognition, text
categorization, hand-written digit recognition The earlier SVM was designed to solve
binary classification problems. It is important for SVM to solve multi-class
classification in efficient ways. Some scholars propose related researches about multi-
class SVM [15, 16].

The basic concept of SVM is to classify separable data in space R. We want to
find a hyper-plane that separates these data into two groups, group A and group B in
the RY space. As shown in Figure 1, the data of group A are in the right and upper
side of the hyper-plane, and the data of group B are in the other side of the hyper-
plane. The margin between the two parallel hyper-planesin Figure 1 (@) is narrower
than the gap between the two parallel hyper-planesin Figure 1 (b). Since hyper-planes

with wider margin are preferred and so the hyper-plane in Figure 1 (b) is better.
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1 (b)
Figurel. Concept of SVM

In some non-linear cases, by transforming source data with a kernel function into
high dimension space, one can solve nonlinear data in original dimensions by
separating into two parts with linear method in high dimensions to reduce the error

[17]. The concept isshown in Figure 2.
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2.1.1C-SVM

The C-SVM is proposed by Cortes and Vapnik in 1995 [18] and Vapnik in 1998

[15]. The primal formis:

|
min %wtw+Cé_ X

w,b x,r =1

st. vy, (WT ¥ () +b)3 1- X,

X2 0,i =1...1
Where vectors X, 1 R", i=1..,1 in two classes, and the vector y I R such
that y, T {+1- 1;
The dudl is:
1

min Ea "Qa - e'a
Qij =K (Xi’Xj) °f (Xi)Tf (Xj)
st. y'a=0
Ofa, £C, i=1..]
The decision function is:
|
(& YiaK(%,x) +b)
i=1
eisthe vector of all ones, C > 0 isthe upper bound, Q isan | by | positive semidefinite
matrix, Q; © Y;¥ K (X;,X;) and K (X, X;) © f (%) (X;) is the kernel.

Here training vectors xi are mapped into a higher (maybe infinite) dimensional space by
the function ®

The geometry interpretation of C-SVM is shown in Figure 3.



Figure 3. Geometry interpretation of C-SVM

As shown in Figure 3 the solid lines are the found hyper-planes. We call H; and H-
the supporting hyper-planes. We want to find the best classification hyper-planes that
have widest margin between the two supporting hyper-plares.

Definitionof classification hyper-plane is:
w'x=-b(w'x+b=0)
Therefore we can present supporting hyper-planes H; and H; as:
H,:w'x+b+d
H,:w' x+b- d
We scale H; and H, with constants w, b, and d:
H :w'x+b=1
H,:w'x+b=-1

1- b
The distance from H; to the origin isw . The distance from H2 to the origin
S o]
. The distance between H; and H; |s||v\“

is

1-
4
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By above equation the data points should satisfy the following equations in R%:

w'x +b31 fory =

w'x +b£-1 fory =-1
We can combine the two above inequality as:
T
Yi ( W' X +b )3
And we get the widest margin between two Support Hyper-planes by:

@2 0
= or mlnéﬁ—llg

wiz T ™M 2 4

2.1.2 One-class SVM

One-class SVM was proposed by Schélkopf et al. in 2001 for estimating the
support of a high-dimensional distribution [19]. The base idea of one-class SVM is to
separate data from the origin. Scholkopf et al. proposed a method to adapt the SVM
one-class classification problem. After transforming the feature by the kernel function,
the origin is seemed as the only member of the second class. Then the image of the
one classis separated from the origin.

The algorithm can be summarized as mapping the data into a feature space H using
a fit kernel function, and then trying to separate the mapped vectors from the origin

with maximum margin:
Given training vectors X, 1 R", i=1...,| , without any class information, the

primal form is:

, 1 . 1 9

mn  —w'w-r +—§ x,
w,b,x ,r 2 vi o,
st. (wxf (x))3r-x,,x,30

The decision function is;
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Sgn( él. aiK(Xi’X)_ r)

i=1

Thedud is
1
min —a a
I ) Q
Qj :K(Xiixj)of(xi)Tf (Xj)
st. 0Of£a,£1 i=1..1
e'a = Vi

The geometry interpretation of one-class SVM is shown in Figure 4.

+1

Y

Origin

Figure 4. Geometry interpretation of one-class SVM

2.1.3 ?-Support Vector Classification

The v -support vector classification (Scholkopf et al., 2000) uses a new parameter
v which controls the number of support vectors and training errors. The parameter
v 1 (0; 1] is an upper bound on the fraction of training errors and alower bound of the
fraction of support vectors.

Given training vectors X, T R"i =1,...,1 , in two classes, and avector y,1 R

such that y, T {1- 1}, the primal form considered is:
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a x,

w,b x,r =1

. 1, 1
min —w'w - vr + =

2 |
st. yi(wT ><f(xi)+b)3 r- x,
X 3 0i=1.1,r20

The dud is:

1
min —a a

-2 Q
Qi ° vy K(X,x;)

st. ea3n, y'a=0
0fa, £1/1, i=1..,

The decision function is:

sgn( él yia K(x;,x)+b)

i=1

In [23] [24], it shows that € @ 3N can be replaced by €'@ =N ,s0 in
LibSVM
The dud is:

1,
mn —a a
> Q

st. ela=nl, y'a=0
0Ofa, £1 i=1..,|

The decision function is:

son( A vi(a /1 )(K(x,x)+ b))

i=1

The margins are Y, ( WF(x)+b ): +1
2.1.4 Comparison of SVMs

16



There are several images show how SVM classify with 2 classes of data. The
tool is offered in the website of LibSVM. Because of spreading of the data, different
type of SVMs or different kernels there are different hyperplanes. Here we have 2
groups of pictures show how different SVMs work under the same data in Figure 5

and Figure 6.

Figure5.(a) C-SVM

Figure 5.(b) ?-SVM



Figure 5.(c) One-class SVM

Figure 6.(a)C-SVM
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Figure 6.(b) ?-SVM

Figure 6.(c) one-class SVM

2.1.5 Kernels

Training vectors % are mapped into a higher (maybe infinite) dimensional space
by the function F. Then SVM finds a linear separating hyperplane with the maximal

margin in this higher dimensional space. C > 0 is the penalty parameter of the error
term. K (X;, X;) © f (x,)'f (X;) is caled the kernel function. There are four

kernels could be found in SVM books.

19



linear: K (X, X,) = XX,

polynomial: K(x; x) = K (X;, x;) = (9 XiTXj +r)*g>0

radial basis function (RBF): K (X;, X;) = exp( - gHXiTXsz) ,g>0
sigmoid: K(x; x) = K (X;,x,) = tanh( g X, X, + )

r,y andd arekernel parameters.

2.1.5.1 RBF Kernel

The RBF kernel is suggested to use in this tool. This kernel nonlinearly maps
vectors into higher dimensional space. It can handle the case when the label or
attributes is not linear. It shows in [25] that the linear kernel is a special case of RBF
kernel. The linear kernel with a parameter C has the same performance as the RBF
kernel with some parameter (C)y ). Also, the sigmoid kernel behaves like RBF for
certain parameter [26].

The number of hyperparameters influences the complexity of model selectiona

lot. The polynomial kernel has more hyperparameters than the RBF kernels.

The RBF kernel has less numerical difficulties. One key pointisO < Kj; 1 in contrast

to polynomial kernels of which kernel values may go to infinity(gXiTXj +g>1) or

Zero (gxiij +g < 1) While the degree is large. The sigmoid kernel is not valid under

some parameters [15].

2.1.6 LibSVM

LibSVM is a library for support vector machines Its goal is to promote SVM as a

convenient tool. It integrates C-SVM classification, v -SVM classification, one-class

20



SVM, epsilonSVM regression, andv -SVM regression. It also provides an automatic

model selection tool for C-SVM classification.

2.2 Intrusion Detection
Intrusion is defined by Heady et al. [27] “as any set of actions that attempt to
compromise the integrity, confidentiality, or availability of aresource. “
Anderson define the concept of intrusion in [28]
® access information,
® manipulate information, or

® render a system unreliable or unusable.

An intrusion is a violation of the security policy of the system. The definitions
above are general enough to encompass al the threats mentioned in the previous section.
Any definition of intrusion is, of necessity, imprecise, as security policy requirements
do not aways translate nto a well-defined set of actions. Whereas policy defines the
goals that must be satisfied in a system, detecting breaches of policy requires

knowledge of steps or actions that may result in its violation.

We can divide the techniques of intrusion detection into two main types
Anomaly Detection:

Anomaly detection techniques make an assumption that all intrusive behaviors
are anomalous. It means if we could build a"normal behavior profile" for a system, we
could flag al different system states from the established profile by statistically
significant amounts as intrusion attempts. However, there are two dangerous situations:

(1) Anomalous activities that are not intrusive are flagged as intrusive.

(2) Intrusive activities that are not anomalous result in false negatives (events are

21



not flagged intrusive, though they actually are).

These are dangerous problems, and more serious than the problem of false positives.

Misuse Detection:

The concept behind misuse detection schemes is that there are ways to represent
attacks in the form of a pattern or a signature so that even variations of the same attack
can be detected. This means that these systems are not unlike virus detection systems --
they can detect many or all known attack patterns, but they are of little use for as yet
unknown attack methods. An interesting point to note is that anomaly detection systems
try to detect the complement of "bad" behavior. Misuse detection systems try to
recognize known "bad" behavior. The main issues in misuse detection systems are how
to write a signature that encompasses all possible variations of the pertinent attack, and

how to write signatures that do not also match nortintrusive activity.



Chapter 3
Experiment

There have been several mgor approaches to anomaly intrusion detection In our
scheme, we use statistical approach to build our system. At the beginning, behavior
profiles need to be generated. We use SVMs here for the learn dgorithm to build the

profile.

3.1 Processing Procedure
The following steps show how we input the data and train the SVM to get the model.
® Transform source data to the format of LibSVM
® Conduct simple scaling on the data
® Choose the RBF kernel
® Find the best parameter C and y
® Train source datato get the model

® Test data with the model

3.2 Data Sour ce

In our experiment, we used 1999 KDD Cup data set. These dataare prepared and
managed by MIT Lincoln Labs. Lincoln Labs set up an environment to acquire nine
weeks of raw TCP dump data for a local-area network (LAN) simulating a typical U.S.
Air Force LAN. They operated the LAN as if it were a true Air Force environment,
but peppered it with multiple attacks. KDD Cup [20] is the leading Data Mining and
Knowledge Discovery competition in the world, organized by ACM SIGKDD -
Special Interest Group on Knowledge Discovery and Data Mining, the leading
professional organization of data miners. In recent years, this data set has been widely

used as a benchmark for evaluation of the intrusion detection technology.
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We separated the source data into normal part and abnormal parts. There were
twenty four known types of attacks in the source data. A connection was established
when a sequence of TCP packets starting and ending at some well defined time span,
in which data flowed between a source IP address and a target 1P address under some
well defined protocol. Each connection was labeled as either normal for normal users
or abnormal for attacks with exact one specific attacking type. Each connection

record consisted of about 100 bytes.

3.3 Experimental Environment

The experiment was performed in the following experimental environment:
CPU: Pentium Core 2 Duel E6750

RAM: DDR Il 667 2GB

OS: Microsoft Windows XP SP2

SVM tool: LibSVM 2.86 (released on April 1, 2008).

3.4 Data Processing

SVM requires that each data instance is represented as a vector of real numbers.
Non-numerical data items are needed to change into numerical data formats to make
the data trainable by LibSVM.

For example the source datais as follow:
0,tcp,http,SF,181,5450,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0.00,0.00,0.00,0.00,1.00,0.0
0,0.00,9,9,1.00,0.00,0.11,0.00,0.00,0.00,0.00,0.00,normal.

We want to transform it as follow:

24



11:0 2:1 3:1 4:2 5:181 6:5450 7:0 8:0 9:0 10:0 11:0 12:1 13:0 14:0 15:0 16:0 17:0
18:0 19:0 20:0 21:0 22:0 23:8 24:8 25:0.00 26:0.00 27:0.00 28:0.00 29:1.00 30:0.00
31:0.00 32:9 33:9 34:1.00 35:0.00 36:0.11 37:0.00 38:0.00 39:0.00 40:0.00 41:0.00

If the feature is zero, it would be ignored in LibSVM.

First we make tables of every feature which is not numerical data. Then we
transfer to integer by orders in the table, and the last feature of source data would be
the label flagged as “normal” or “abnormal” and swap in the front of each data and
shown as “1” and “0”. The full features are listed in 3.4.

The characteristic of this data set was that 80% of it belonged to abnormal
behaviors. The data is not like the usual cases in real world, but because it contains

lotsof abnormal data, we can let our system learn well.

3.5 Data Feature

The KDD cup 1999 dataset contains total 41 features in Table 1, include basic
features of individual TCP connections, content features within a connection
suggested by domain knowledge, and taffic features computed using a two-second
time window. The exactly feature descriptions are in [13]. We train SVM by using

the large number of data contains this feature.

Tablel. Features of KDD cup 1999 dataset

duration is guest_login
Protocol _type Count

Service serror_rate
src_byte rerror_rate
dst_byte same _srv_rate
flag diff_srv_rate

land srv_count
wrong_fragment Srv_serror_rate
urgent Srv_rerror_rate
hot srv_diff_host_rate

25



num_failed logins

dst_host_count

logged in

dst_host_srv_count

num_compromise

dst_host same srv_rate

root_shell

dst_host_diff _srv_rate

su_attempted

dst_host_same src_port_rate

num_root

dst_host_srv_diff _host rate

num_file_creations

dst_host_serror_rate

num_shells

dst_host_srv_serror_rate

num_access files

dst_host_rerror_rate

num_outbound_cmds

dst_host_srv_rerror_rate

is_hot_login
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Chapter 4
Results

We performed our experiment in two parts:

A. Use C-SVM & ?-SVM for classifying technology.
In this experiment we want to simulate the anomaly detection with 2 SVMs. We

use two rates to evaluate the system, detection rate and false positive rate.

True Positive+ True Negative
All Behaviors '

The detectionrate is

False Positive
Number of "normal "ingtances

The false positive rate is

abnormal normal
Judged “abnormal” True positive False positive
Judged “normal” False Negative True Negative

We processed the source data and nade them fit with the format of SVM. First
we took 20,000 as a unit, and tested 5 times, labeled as A1~Ab5, respectively. Second
we took 50,000 as a unit, and tested 5 times, labeled as B1~B5, respectively. Third,
we took 100,000 as a unit, and tested 5 times, labeled as C1~C5, respectively.

We drew randomly 60% of each test for training data. The left 40 % of data were
validation data. The results are listed in Table 2. It shows good test results with very

high average detection rates above 97%.
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Table2. Detection rates by using C-SVM for classifying technology

Avg. Detection Rate Avg. False Positive rate
C-SVM ?-SVM C-SVM ?-SVM
A 98.7% 90.3% 2.0% 6.5%
B 97.6% 87.5% 1.5% 7.3%
C 97.3% 92% 1.7% 5%

B. Useone-class SYM for classifying technology.

The main idea of this experiment is that we want to test (1) the efficiency of one-
class SVM (2) to compare the efficiency of different algorithm. We duplicated the
experiment environments in [21]. The p-kernel is a new kind of kernel described in
[22] together with other techniques of detection. The normal data were divided into
three parts, the train data, the test data and the validation data. Then, we drew 10,000
samples from source data, among them 6000 samples for training data, 2000 samples
for test data, and 2000 samples for validation data. The results are listed in Table3. A

high average detection rate of 95% is shown in it when using LibSVM.

Table3. Detection rates by using one-class SVM for classifying

technology.
Algorithm Avg. Detection rate Avg. False Positive rate
K-NN 91% 10%
Nai ve Bayes 89% 8%
SVM(light) 91% 10%
P-kernel SVM 98% 6%
Our Scheme 95% 7%
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Chapter 5
Conclusion

We use SVM to simulate this learning-based anomaly detection system. And in
the choice of tools, we use LibSVM as a SVM tool. We compare the effectiveness of
this SVM tool with other algorithms of wnsupervised SVM based on pkernels for
anomaly detection. This research is referred to the use of p-kernel with SVM-light
and gets nearly perfect results. We can easily get good result with average detection
rate up to 95% using LibSVM only and its default parameters and kernel (RBF),
without needless of other external kernels.

In the respect of C-SVM, by using default parameters, the result of detection rate
and false positive are very good, but in test of ?-SVM the result is not always good as
the test in C-SVM. By observing the experiment we can understand that the C-SVM
may not be the latest technology of classification but if we can find the fit parameters,
we can easily get nice results, in our simulations we all use default ones. This proves
that the method we choose is a ssimple and effective way to achieve high detection
rates.

We do obtain nice results by using LibSVM with the KDD Cup 1999 dataset and
three forms of SVM. But since both the attacking technology and the detection
technology are updating very fast, our future work is to design new methods and train
them with latest dataor some extreme cases, and to classify data efficiently with new

forms of SVM.
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