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Outline Detection for the HEp-2 Cell in Indirect immunofluorescence

Images Using Watershed Segmentation and Classification
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ABSTRACT
Rationale and Objectives: Indirect immunofluorescence (I1F) with HEp-2 cells has
been used to detect antinuclear autoantibodies (ANA) for diagnosing systemic
autoimmune diseases. An automatic inspection system for the ANA testing can be
partitioned into HEp-2 cell detection, fluorescence pattern classification and computer
aided diagnosis phases. The aim of this study is to develop an automatic segmentation
scheme to sketch outlines of fluorescence cells for HEp-2 cell detection in the IIF
images and fluorescence pattern classification.
Materials and Methods: In the proposed a two-staged segmentation method, the
similarity-based watershed algorithm with marker techniques was performed to obtain
the contour of each fluorescence cell. This study evaluated 2305 autoantibody
fluorescence patterns from 44 IIF images that can be divided into six pattern
categories (including 456 diffuse patterns, 417 peripheral patterns, 719 coarse
speckled patterns, 55 fine speckled patterns, 517discrete speckled patterns and 141
nucleolar patterns). And fluorescence pattern classification method utilized learning
vector quantization (LVQ) and 51 features to classify. It total experiment on 1036
cells (782 training data and 254 testing data).
Results: The sensitivity of the six patterns except for discrete speckled pattern was
86.8%, other patterns are among 94.7% to 100%. The total average sensitivity was
94.7%. In the classification simulation, the total average correct rate is 0.803.
Conclusions: This study proposed an automatic segmentation method for detecting
outlines of fluorescence cells in IIF images and then the proposed classification
method is performed to identify the different fluorescence patterns. The segmentation

and classification result is satisfying for clinical applications.
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CHAPTER 1

INTRODUCTION

Indirect immunofluorescence (IIF) with HEp-2 cells is performed to detect
antinuclear autoantibodies (ANA) in diagnosis of systemic autoimmune diseases[1].
The study about IIF with HEp-2 cells like [2-4]. The ANA testing allows to scan a
broad range of autoantibody entities and to describe them by distinct fluorescence
patterns. The fluorescence patterns are usually identified by physician manual
inspecting the slides with the help of a microscope [5]. However, the inspection
procedure still needs highly specialized and experienced technician or physician to
obtain diagnostic result due to lacking in a low level of standardization and satisfied
automation of inspection [6,7]. For this purpose, automatic inspection for fluorescence
patterns in IIF image may assist physicians, without relevant experience, in making
correct diagnosis. With ANA testing are now in widespread use, a functional
automatic inspection system is becoming essential and urgent for its clinical
application.

An automatic inspection system for ANA testing can be divided into HEp-2 cell
detection, fluorescence pattern classification and computer aided diagnosis phases.
Perner et al. [6] proposed the mining knowledge for HEp-2 cell image classification,
but the study only focused on HEp-2 cell classification. Sack et al. [7] also mainly
focused on HEp-2 immunofluorescence patterns classification. This study used simple
automatic threshold to segment the cells. Soda et al. [3] only proposed the
classification schema algorithm for ANA imaging. The shortcoming of these studies is
that they didn’t perform efficient segmentation methods to outline the cells in the

ANA image. Hence this study focused on the first phase of cell detecting and locating.



An efficient segmentation method is proposed for automatically detecting cells with
fluorescence pattern in IIF imaging. The preprocessing in the proposed method
reduced the any amount of noises but preserves the shape and contrast of cells. Then a
two-staged watershed transform automatically extracts outlines of cells from IIF
images. The watershed transformation, which is a reliable unsupervised model, was
applied to solve diverse image segmentation problems. The results of computer
simulations revealed that the proposed method always identified cell outlines as were
obtained by that of physician manual sketched. The proposed automatic segmentation
system provides robust automatic segmentation of HEp-2 fluorescent patterns in ANA
testing and can save much of the time required to locate fluorescence patterns with
very high stability.

After the segmentation, this study proposed a classification scheme based on
Learning Vector Quantization (LVQ) classifier with 51 features to identify
fluorescence patterns. The features included standard deviation, uniformity and
entropy, block variation of local correlation coefficients (BVLC), spatial gray-level
dependence matrices (SGLDM), gray-level difference matrix (GLDM), neighborhood
gray-tone difference matrix (NGTDM), fractal dimension and Image coarse degrees.
The classification result is estimated with correct rate. The total average accuracy is
80.3%. The result shows that these features are useful for fluorescence pattern

classification.



CHAPTER 2

MATERIALS AND METHODS

2.1 DATAACQUISITION

This study used slides of HEp-2 substrate, at a serum dilution of 1:80. A
physician takes images of slides with an acquisition unit consisting of the
fluorescence microscope coupled with a commonly used fluorescence microscope
(Axioskop 2, CarlZeiss, Jena, Germany) at 40-fold magnification. The
immunofluorescence images were taken by an operator with a color digital camera
(E-330, Olympus, Tokyo, Japan). The digitized images were of 8-bit photometric
resolution for each RGB (Red, Green and Blue) color channel with a resolution of
3136x2352 pixel. Finally, the images were transferred to a personal computer and
stored as *.orf-files (Raw data format) without compression. The image database
containing 44 samples were collected from January 2007 to July 2007. Due to the size
of original images was too large to adapt a segmentation procedure, thus this study

down-sampled the image to a reasonable resolution 1024 x 768 pixel.

2.2 AUTOANTIBODY FLUORESCENCE PATTERNS

To evaluate the proposed system, the IIF image database included six primary
ANA patterns: diffuse pattern, peripheral pattern, coarse speckled pattern, fine
speckled pattern, discrete speckled pattern, and nucleolar pattern. Figures 1 illustrate
the relation of the six main ANA patterns. If the ANA testing detected anyone of the
six patterns, it could have some diseases on patients. For example, if it detected the
coarse speckled pattern, the patients may have systemic lupus erythematosus (SLE),

mixed connective tissue disease (MCTD), progressive systemic sclerosis (PSS) or
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cryoglobulinemia. Systemic lupus erythematosus is a chronic autoimmune disease
that can be fatal, though with recent medical advances, fatalities are becoming
increasingly rare. As with other autoimmune diseases, the immune system attacks the
body’s cells and tissue, resulting in inflammation and tissue damage. SLE can affect
any part of the body, but most often harms the heart, joints, skin, lungs, blood vessels,
liver, kidneys and nervous system. The course of the disease is unpredictable, with
periods of illness alternating with remissions. Lupus can occur at any age, and is most
common in women. Lupus is treatable symptomatically, mainly with corticosteroids
and immunosuppressants, though there is currently no cure. Mixed connective tissue
disease is a serious autoimmune disease, in which the body's defense system attacks
itself. MCTD combines features of polymyositis, systemic lupus erythematosus,
scleroderma, and dermatomyositis, and is thus considered an overlap syndrome.
MCTD commonly causes swelling, malaise, Raynaud phenomenon, muscle
inflammation, and sclerodactyly. Scleroderma is a chronic disease characterized by
excessive deposits of collagen in the skin or other organs. The localized type of the
disease, while disabling, tends not to be fatal. The systemic type or systemic sclerosis,
the generalized type of the disease, can be fatal as a result of heart, kidney, lung or
intestinal damage autoimmune disease. Progressive systemic sclerosis is the most
severe form. It has a rapid onset, involves more widespread skin hardening, will
generally cause much internal organ damage (specifically the lungs and
gastrointestinal tract), and is generally more life threatening. Cryoglobulins are
proteins that become insoluble at reduced temperatures- less than 4 degrees Celsius.
Cryoglobulinaemia is the presence of large amounts of cryoglobulin in the blood. It
can be associated with various diseases. Nucleolar pattern may have PSS. Discrete

speckled pattern may have limited type PSS, primary biliary cirrhosis or pulmonary
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hypertension. In typical cases of limited scleroderma, Raynaud's phenomenon may
precede scleroderma by several vyears. Raynaud's phenomenon is due to
vasoconstriction of the small arteries of exposed peripheries (particularly the hands
and feet in the cold). It is classically characterised by a triphasic color change - first
white, then blue and finally red on rewarming. The scleroderma may be limited to the
fingers - known as sclerodactyly. The limited form is often referred to as CREST
syndrome. "CREST" is an acronym for the five main features which are Calcinosis ,
Raynaud's syndrome, Esophageal dysmotility, Sclerodactyly and Telangiectasia.
CREST is a limited form associated with antibodies against centromeres and usually
spares the lungs and kidneys. Primary biliary cirrhosis is an autoimmune disease of
the liver marked by the slow progressive destruction of the small bile ducts (bile
canaliculi) within the liver. When these ducts are damaged, bile builds up in the liver
(cholestasis) and over time damages the tissue. This can lead to scarring, fibrosis,
cirrhosis, and ultimately liver failure. In medicine, pulmonary hypertension is an
increase in blood pressure in the pulmonary artery, pulmonary vein, or pulmonary
capillaries, together known as the lung vasculature, leading to shortness of breath,
dizziness, fainting, and other symptoms, all of which are exacerbated by exertion.
Pulmonary hypertension can be a severe disease with a markedly decreased exercise
tolerance and heart failure. Peripheral pattern may have specific for SLE. Fine
speckled pattern may have Sjogren’s syndrome. Sjogren's syndrome is an autoimmune
disorder in which immune cells attack and destroy the exocrine glands that produce
tears and saliva. Sjogren's syndrome is also associated with rheumatic disorders such
as rheumatoid arthritis. The hallmark symptoms of the disorder are dry mouth and dry
eyes. In addition, Sjogren’'s syndrome may cause skin, nose, and vaginal dryness, and

may affect other organs of the body, including the kidneys, blood vessels, lungs, liver,
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pancreas, and brain. Finally, diffused pattern may have specific for SLE or
drug-induced lupus erythematosus (DIL). Drug-induced lupus erythematosus is an
autoimmune disorder, similar to SLE, which is induced by chronic use of certain
drugs. These drugs cause an autoimmune response producing symptoms similar to
those of SLE. Symptoms of drug-induced lupus erythematosus include joint pain,
fever, inflammation of the heart and lungs, elevated blood pressure, skin rashes and
anterior uveitis. These signs and symptoms are not side effects of the drugs taken
which occur during short term use. DIL occurs over long-term and chronic use of the
medications listed above. While these symptoms are similar to those of systemic lupus
erythematosus, they are generally not as severe unless they are ignored which leads to
more harsh symptoms, and in some reported cases, death.

Figures 2 illustrate the distinct autoantibody fluorescence patterns. In the view
point of image segmentation, the fluorescence cell belongs to diffuse, peripheral,
coarse speckled, or fine speckled pattern normally includes only one connected region.
On the contrary, the discrete speckled and nucleolar patterns consist of mass and
several connected regions, respectively. Hence the contouring the cells belonged to

the discrete speckled and nucleolar patterns seem complicated than others.
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Fig. 1. The Antinuclear autoantibodies patterns
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Fig. 2. The six distinct autoantibody fluorescence patterns: (a) diffuse, (b) peripheral,

(c) coarse speckled, (d) fine speckled, (e) discrete speckled, and (f) nucleolar

2.3 TWO STAGED WATERSHED SEGMENTATION
The watershed transformation has been shown as one of the most reliable

region-based methods of automatic and unsupervised segmentation [8]. This
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technique has been applied successfully to solve a wide range of difficult problems of
image segmentation [9-17]. In watershed transformation, a digital image was
considered as the 3D topographic surfaces. The intensity of a pixel in the image
denotes the elevation in the corresponding location. The objective of watershed
transformation is to find the watershed lines in a topographic surface. However, the
watershed transformation is sensitive to the noise and contrast in image.
Over-segmentation may occur to generate incorrect outlines of fluorescence cells
because IIF images always included noise and speckles. Thus preprocessing
procedures were required for improving the performance of watershed segmentation.
Besides, due to the variety of ANA patterns, the watershed transformation always
failed to segment the cells with discrete speckled and nucleolar patterns. Accordingly,
the proposed two-staged watershed segmentation was performed to obtain the precise
outline of the cells. Figure 3 presents a flowchart of the proposed method, in the form
included the first and second stage modules.

In the first stage segmentation, the green channel from the original RGB image
was utilized as input intensity to segment cells. The median filter was performed to
reduce noise and a common contrast adjustment was performed to enhance cell
regions from background. For an image with L intensity levels, the original intensity

fx, y) was transformed to the processed pixel intensity g(x, y) as

:f(x’y)_fminx L-1 1
) fmax_fmin ( )1 ()

glx, y
where fmin and fmax are the minimal intensity and maximal intensity, respectively. After
preprocessing, the proposed method employed the watershed transform to segment
cell region. For reducing over-segmentation, the region merging procedure was

utilized to merge the small connected regions. The region elimination procedure

removed the segmented region with an unreasonable size (smaller than 100 pixels).
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Then the first stage module counted the number of obtained cell (connected region)

: First stage segmentation i Second stage segmentation

[ RGB IIF image ]

: Transform RGB IIF image
: Green componentv to CMY color system space
[ Pre-processing ] Cyan component‘
\ [ Pre-processing ]
[ Watershed segmentation ] v
i [ Otsu’s thresholding ]
A
: ) Marker
[ Region merging ] :
[ Watershed segmentation ] :
y 7 '

[ Region elimination ] Region merging

v

Region elimination

True [« False RN, > RN,
v True
[ Stage 1 cell outlining ] [ Stage 2 cell outlining ]

Fig. 3. The flowchart of the proposed two staged segmentation method

RN in the image. The RN; was utilized to determine whether the image required the
second stage segmentation or not. If RN; of an image was larger than a predefined
threshold T, the segmentation result of the first stage module was approved and then
generated the outline of cells. Figures 4 and Figures 5 demonstrate the results of the
first stage module in the proposed method. On the contrary, if RN, was smaller than 7,
the first stage segmentation might obtain unsatisfied outline of cells due to the most
cell regions were removed by the region elimination procedure. This situation was
often seen in image with discrete speckled and nucleolar patterns. Thus the second

stage segmentation was necessary for extracting the more precise cells.
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In the second stage segmentation, the method based on the concept of markers
was utilized for controlling over-segmentation. Lotufo and Falcao [18] proposed an
algorithm for detecting watershed boundaries based on similarity using the markers.
For the image with discrete speckled and nucleolar patterns, we found that the
intensity dissimilarity between fluorescence cells and background was massive in the
cyan component. Thus the second stage module utilized the cyan component as input
to avoid over-segmentation. The original RGB image was transformed to CMY (Cyan,
Magenta, and Yellow channels) color space [19]. The marker was defined as a
connected component in image and typically select by a set of criteria from the
pre-processed cyan component. In this work, the Otsu’s algorithm [20] was first
performed to generate the marker for watershed segmentation. The similarity-based
watershed algorithm is performed herein to control over-segmentation in the images.
Then the second stage module also calculated the number of obtained cell (connected
region) RN, in the image. The segmentation result of the second stage module was
approved and output the outline of cells when RN, was larger than RN;. Figures 6 and

Figures 7 show the outlining results by using the second stage module.
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(© (d)

Fig. 4. IIF images segmented by the first stage module:(a) original RGB image with
coarse speckled patterns, (b) image with diffuse patterns, (c) segmentation

result of (a), and (d) segmentation result of (b)
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(d)

Fig. 5. lIF images segmented by the first stage module: (a) original RGB image with

Peripheral patterns, (b) image with diffuse patterns, (c) segmentation result of

(@), and (d) segmentation result of (b)
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(e)

Fig. 6. 1IF images processed with the second stage segmentation module: (a) original

RGB image with discrete speckled patterns, (b) image with nucleolar patterns,
(c) the marker of (a), (d) the marker of (b), (e) the cell outlining of (a), and (f)

the cell outlining of (b)
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(€) (f)

Fig. 7. 1IF images processed with the second stage segmentation module: (a) original

RGB image with discrete speckled patterns, (b) image with discrete speckled
patterns, (c) the marker of (a), (d) the marker of (b), (e) the cell outlining of

(@), and (f) the cell outlining of (b)
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2.4 TEXTURE FEATURES ANALYSIS

Classification for HEp-2 cells can be divided into two parts. One is to find useful
features which the differences between the six fluorescence patterns were the most.
Another is how to choose a useful classifier. In this paper, totally 51 features utilized
to identify fluorescence patterns, which were standard deviation, uniformity and
entropy, block variation of local correlation coefficients (2 features), spatial gray-level
dependence matrices (20 features), gray-level difference matrix (20 features),
neighborhood gray-tone difference matrix (2 features), fractal dimension and image

coarse degrees (3 features). The detailed description is given as follows.

2.4.1 STANDARD DEVIATION

In probability and statistics, the standard deviation is a measure of the dispersion
of a set of values. It can apply to a probability distribution, a random variable, a
population or a multi-set. The standard deviation is usually denoted with the letter o.
It is defined as the root-mean-square (RMS) deviation of the values from their mean,
or as the square root of the variance. The standard deviation remains the most
common measure of statistical dispersion, measuring how widely spread the values in
a data set are. If many data points are close to the mean, then the standard deviation is
small; if many data points are far from the mean, then the standard deviation is large.
If all data values are equal, then the standard deviation is zero. A useful property of

standard deviation is that, unlike variance, it is expressed in the same units as the data.

Equation (2) represents the mean value of image 7, and Equation (3) represents
the standard deviation value of image 1, where M is the width of image 7 and N is the

height of image 1.
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2.4.2 UNIFORMITY AND ENTROPY

Some useful texture measures based on histograms include a measure of
“Uniformity” given by equation (4) and an average “Entropy” measure, which is
defined as equation (5), where z is a random variable denoting gray levels and p(z)), i
=0, 1, 2,..., L-1, is the corresponding histogram, L is the number of distinct gray
levels. Because the p’s have values in the range [0,1] and their sum equals 1, measure
U is maximum for an image in which all gray levels are equal (maximally uniform),

and decreases from there. Entropy is a measure of variability and is O for a constant

image.
U=3 ) @
e=-3" plz)log, p(z) ®)

243 BLOCK VARIATION OF LOCAL CORRELATION COEFFICIENTS
(BVLC)
The block variation of local correlation image is calculated from the equation (6)

and (7):
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) 2 JiBl(i,j)l(iJrk,j+l)—y0,0yk’l

, (6)

plk,1
%0,0%,1

BLC = o LoDl o DD} 0, - 102000200}, ()
(k1O (k.1)e0,

where u,, and o,, are the local mean and standard deviation of the block with

size M x M. The (k, I) term denotes four shift directions, they are -90°, 0 °, -45 °, 45 °

respectively. The 4, , and o, are the mean and standard deviation of the shifted

block. The larger BVLC value means that the ingredients in the block are rough.

2.4.4 SPATIAL GRAY-LEVEL DEPENDENCE MATRICES (SGLDM)

The estimation of second-order conditional probability density functions are the
main procedure of SGLDM. The second-order conditional probability density
functions are denoted by f(i,j|d,0). Here f(i,j|d,6) is the probability function
that records the count of the pixel pairs which separated by a distance d at an angle ¢
have gray levels i and j. The possible angle values are a multiple of 45 degrees. A
total of 14 features can be extracted from the probability function 7(i, j|d,0). This
study utilizes five of the 14 possible useful features, i.e. energy E, entropy H,

correlation C, inertia 7, and local homogeneity L [21].

E=Y Y IsG.j1a¥ ®)
H==3%> 60 jd)logs,(i.j|d), 9)

C= Y o X2l )5,6.14), (10

Yo j

1,=>>(-jfS,ijld), (11)

i
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1 ..
L:Z;—l_'_(i_j)z Sg(l,jld), (12)
where

uo=2.20.8,6.j1d), (13)

ol =2 (i-w )2 IS, j1d)], (14)
where S,(i, j|d) is the (i, /)™ element of S, when distance is d. The ranges of two

summations are i, j (0, N, —1) where N is the Maximum gray level value and

S, (d)=1li.j1d.0°).

2.4.5 GRAY-LEVEL DIFFERENCE MATRIX (GLDM)

Digital gray-scaled images can be represented as a function of intensity and
coordinate I(x, y). Let I (x,y) = |I(x,y)-I(x+Ax,y+Ay) for any given
displacement o =(Ax,Ay) and f'(i|c) is the probability function of I_(x,y).
The possible values of o =(Ax,Ay) have the following forms: (0, d), (-d, d), (d, 0)

and (-d, -d) where d is the displacement between pixel x and y. Five features are used
in this study, i.e. contrast (CON), mean (MEAN), entropy (ENT), inverse difference
moment (/DM) and angular second moment (4SM). The definitions of the five

features are given as

CON =Y i’ f(i|o), (15)
MEAN =Y if'(i| o), (16)
ENT =3 f'(i]o)log(f*(i] o)), (17)
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]DM:Zf'(il%z—i-l)’ (18)
AsM =3 [f' (o], (19)

where ie(0,N, -1) and N is the Maximum gray level value just like in SGLDM.

2.4.6 NEIGHBORHOOD GRAY-TONE DIFFERENCE MATRIX (NGTDM)
The neighborhood gray-tone difference matrix is a column matrix estimated by
equation (20) and (21). The estimated matrix is corresponding to the visual properties

of an image.

Zd: if(k+m,l+n)

A=Ak, )= n=dn=—d , (m, 0,0), 20
;= Alk.1) Gd T -1 (m,n)=(0,0) (20)
s(i)= Z‘l |, ieN,,N,#@ | (21)

0 , otherwise

where N; is the set of all pixels having gray tone i (excluding the peripheral regions of
width d). The mean and standard deviation value of the column matrix are calculated

as the features used in the experiments.

2.4.7 FRACTAL DIMENSION

In fractal geometry [23], the fractal dimension, D, is a statistical quantity that
gives an indication of how completely a fractal appears to fill space, as one zooms
down to finer and finer scales. There are many specific definitions of fractal
dimension and none of them should be treated as the universal one. From the

theoretical point of view the most important are the Hausdorff dimension [24], the
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packing dimension. On the other hand the box-counting dimension and correlation
dimension are widely used in practice, partly due to their ease of implementation.
Although for some classical fractals all these dimensions do coincide, in general they
are not equivalent. For example, what is the dimension of the Koch snowflake? It has
topological dimension one, but it is by no means a curve the length of the curve
between any two points on it is infinite. No small piece of it is line-like, but neither is
it like a piece of the plane or any other. In some sense, we could say that it is too big
to be thought of as a one-dimensional object, but too thin to be a two-dimensional
object, leading to the question of whether its dimension might best be described in
some sense by number between one and two. This is just one simple way of

motivating the idea of fractal dimension.

There are two main approaches to generate a fractal structure. One is growing
from a unit object, and the other is to construct the subsequent divisions of an original

structure, like the Sierpinski triangle (Figure 8).

AA AAAA Ab A8

Fig. 8. Sierpinski triangle
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Fig. 9. Another way to define dimension

Here we follow the second approach to define the dimension of fractal structures.
If we take an object with linear size equal to 1 residing in Euclidean dimension, and
reduce its linear size to be | in each spatial direction, it takes N(1) number of self
similar objects to cover the original object (Figure 9). However, the dimension
defined by

p="99N0 22)
Iog;

is still equal to its topological or Euclidean dimension. By applying the above
equation to fractal structure, we can get the dimension of fractal structure (which is

more or less the Hausdorff dimension) as a non-whole number as expected.

D =1im 29N () (23)
>0 1
log —
&
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2.4.8 IMAGE COARSE DEGREES

In this paper, we use a method to find image coarse degrees for classification. It
explains as follows. Only consider the relative relation between pixels and its
neighbor pixels in images. Because relations are restricted to the pixels permutation
way in digital images, so it can to divide into four directions in general. The
inequalities (a) to (h) show the eight coarse point conditions. When pixel in image
was satisfied the any one eight conditions, the pixel was considered as a coarse point.
Then, let W(x, y) = 1. But when it was not satisfied the any one eight conditions, let

W(x, y) = 0. By checking (a) to (h), it can find the all coarse points in image.

Maxima: s(x, y) > max[s(x+1, y), s(x-1, y)] (a)
s(x, y) > max[s(x, y+1), s(x, y-1)] (b)
s(x, y) > max[s(x+1, y+1), s(x-1, y-1)] (c)
s(x, y) > max[s(x+1, y-1), s(x-1, y+1)] (d)
Minima: s(x, y) < max[s(x+1, y), s(x-1, y)] (e)
s(x, y) < max[s(x, y+1), s(x, y-1)] ()
s(x, y) < max[s(x+1, y+1), s(x-1, y-1)] (9)
s(x, y) < max[s(x+1, y-1), s(x-1, y+1)] (h)

Then, using equation (24) to count how many coarse points in the image and

obtain the average coarse degrees R,,..

W(x,y) (24)



Usually, blocks in image may have different coarse degrees. In other words,

some blocks may smooth and some blocks may rough in one image. So, even the

average coarse degree was the same in two images, but may means different meaning.

Wi | Wiz | Wiz | Wiy
Wor | War | Was | Wiy
Wsi | Wiz | Wiz | Wiy
Wi | W | Wi | Wy

Fig. 10. Blocks coarse degree in image

First, image was divided into some number blocks. And to count each total

coarse points in each blocks. If each block was sized n x n, then the equation (25) can

calculate the coarse degree standard deviation Ry, where w is the average of w,.

The entropy of these coarse degrees R., is equation (26). R,,and R., can represent the

more difference between images.

(25)
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2.5 LEARNING VECTOR QUANTIZATION (LVQ)

Learning vector quantization (LVQ), is a prototype-based supervised
classification algorithm. LVQ can be understood as a special case of an artificial
neural network, more precisely, it applies a winner-take-all Hebbian learning-based
approach. It is a precursor to self-organizing maps (SOM) and related to Neural gas,
and to the k-Nearest Neighbor algorithm (k-NN). LVQ was invented by Teuvo
Kohonen. The network has two layers: a layer of input neurons, and a layer of output
neurons. The network is given by prototypes W = (w(i),...,w(n)). It changes the
weights of the network in order to classify the data correctly. For each data point, the
prototype (neuron) that is closest to it is determined (called the winner neuron). The
weights of the connections to this neuron are then adapted, i.e. made closer if it
correctly classifies the data point or made less similar if it incorrectly classifies it. An
advantage of LVQ is that it creates prototypes that are easy to interpret for experts in

the field. LVVQ can be a source of great help in classifying text documents.
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CHAPTER 3

RESULTS

3.1 SEGMENTATION RESULTS

This study totally experimented 2305 autoantibody fluorescence patterns
(including 456 diffuse patterns, 417 peripheral patterns, 719 coarse speckled patterns,
55 fine speckled patterns, 517discrete speckled patterns and 141 nucleolar patterns)
with manual sketched outlines from 44 I1IF images to test the accuracy of the proposed
method. The simulations were made on a single CPU Intel Pentium-VI 3.0 GHz
personal computer with Microsoft Windows XP operating system.

In this study, the preprocessing procedure utilized the sized 3 x 3 median filter to
reduce noise. In the first stage segmentation, the predefined threshold T for RN1
ranged from 20 to 30, the proposed system obtained a stable and the highest accuracy.
The performance measures, i.e. true-positive (TP), false-negative (FN), false-positive
(FP) and sensitivity, were used to estimate the performance of the proposed system.
The TP value denotes the number of correct segmented cells; FN value denotes the
number of missed cells; FP value denotes the number of incorrect segmented region
without any fluorescence cell; and the sensitivity is defined as TP / (TP+FN). Table 1
lists the segmentation results of the proposed method. From the segmentation results,
only a small number of cases might generate an undesired segmentation. Table 1 lists
the segmentation results of the proposed method. The sensitivity of the discrete
speckled pattern was 86.8%, others were from 94.7% to 100%. The total average
sensitivity was 94.7%. From the segmentation results, only a small number of cases

might generate an undesired segmentation.
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Table 1. Fluorescence patterns segmentation results of the proposed method

Autoantibody fluorescence o
) TP FP FN Sensitivity (%)

pattern( number of slices)
Diffused (10) 449 1 7 98.5%
Peripheral (10) 411 0 6 98.6%
Coarse speckled (10) 681 2 38 94.7%
Fine speckled (1) 55 0 0 100%
Discrete speckled (10) 449 5 63 86.8%
Nucleolar (3) 138 0 3 97.9%
Total 2183 8 122 94.7%

TP = true-positive;

FN = false-negative;

FP = false-positive;
Sensitivity = TP / (TP+FN)

3.2 CLASSIFICATION RESULTS
This study totally experimented on 1036 autoantibody fluorescence patterns from
the segmentation results. Table 2 shows the information of training data and testing

data. There are 782 cells in training data and 254 cells in testing data.

First, only the green channel from training data utilized as input intensity for
texture analysis. Second, calculate the standard deviation, uniformity and entropy,
BVLC, SGLDM, GLDM, NGTDM, fractal dimension and image coarse degrees to
obtain the 51 features. Third, because each value of the 51 features is vary different.
Some values may vary large and some values may vary small. Due to the large value
of the features may reduce the small value of the features for the influence of
classification. This may cause the bad classification result. So, these values of the

features must be normalized. Normalization utilized the equation (27) to obtain new

value x.

g

where i represent the ith cell and ; represent the jth feature.
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These new values of the features after normalization are [0, 1]. Figure 11 represent the
original values. From this figure, it can easily find that some values are large and
some are smaller than the large value. Figure 12 represent the new values after the
normalization. From this figure, it can find that no matter these large or small values

are between [0, 1].

Table 2. The samples in the training set and in the testing set

fluorescence patterns Training data Testing data
Coarse speckled 150 62
Diffuse 115 38
Discrete speckled 118 37
Fine speckled 148 37
Nucleolar 124 40
Peripheral 127 40
Total 782 254
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Fig. 12. The new values of 51 features after the normalization

Fourth, it utilized LVQ with these new values of the 51 features to train. After the

training, repeat the above-mentioned steps for the testing. Finally, the testing result

was produced. Table 3 show the classification result of the LVQ with 51 features. In

these six patterns, the correct rate of fine speckled pattern is the best which is 0.892.

The correct rate of coarse speckled and nucleolar pattern are larger than 0.8. The

worst value of the correct rate is 0.7, which is peripheral pattern. The total average

correct rate is 0.803.

CX =X
min
x, =—1
X imax ~ X jmin
X jmax = MaX(X;;, Xy 500, X,)
Xjmin = MIN(X;, X, 5,000, X,)
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Table 3. The simulation result of the LVQ model with 51 features

Number(N) | Correct Number(CN) Correct Rate(CN/N)

Coarse speckled 62 55 0.887
Diffuse 38 27 0.711
Discrete speckled 37 28 0.757
Fine speckled 37 33 0.892
Nucleolar 40 33 0.825
Peripheral 40 28 0.7

Total 254 204 0.803
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CHAPTER 4

CONCLUSION

This thesis presented a two-staged segmentation method for automatically
detecting outlines of fluorescence cells in IIF images. The preprocessing filter and
enhancement were utilized for the first stage watershed algorithm automatically
produces the outline of the cell. In the second stage segmentation, the similarity-based
watershed algorithm performed the marker to prevent over-segmentation. The IIF
image database including 2305 fluorescence cells were used to evaluate the
performance of the proposed segmentation scheme. From the simulation results, the
proposed method determines the outlines of cells that are very similar to manual
sketched ones. The results revealed that the proposed method can practically outline
fluorescence cells from I1F images. The results show that the watershed segmentation
method is suit for outline detection for the HEp-2 cell in IIF images. But watershed
segmentation usually caused over-segmentation results. So how to reduce
over-segmentation results is a key point. In this study, the pre-processing, the region
merging, the region elimination and the marker were be used to reduce
over-segmentation results. By the proposed method, as long as the methods for
reducing over-segmentation results can be improved, and the segmentation results can
be better. Even the discrete speckled pattern was 86.8% also can get a better result
from this method.

This study also proposed a classification method based on LVQ classifier with 51
features. These features are standard deviation, uniformity and entropy (2 features),
BVLC (2 features), SGLDM (20 features), GLDM (20 features), NGTDM (2 features),

Fractal dimension and Image coarse degrees (3 features). It totally experimented on
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1036 (training data is 782 and testing data is 254) autoantibody fluorescence patterns
from the segmentation results. The estimation of the classification result is correct rate.
The total average correct rate is 0.803. In the six different patterns, the correct rate of
the coarse speckled pattern is 0.887, the correct rate of the diffuse pattern is 0.711, the
correct rate of the discrete speckled pattern is 0.757, the correct rate of the fine
speckled pattern is 0.892, the correct rate of the nucleolar pattern is 0.825 and the
correct rate of the peripheral pattern is 0.7. All the correct rate of the six patterns is
larger than 0.7 or equal to 0.7. This result is not bad. By the results, it can be found

that the 51 features are useful for classification with LVQ classifier.
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