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ABSTRACT

Indirect immunofluorescence (11F) with HEp-2 cellsis used for the detection of
antinuckar autoantibodies (ANA) in systemic autoimmune diseases. The ANA testing
allows to scan a broad range of autoantibody entities and to describe them by distinct
fluorescence patterns. The fluorescence patterns are usually identified by physician
manua inspecting the dides with the help of a microscope. However, due to lacking
in satisfied automation of inspection and a low level of standardization, this procedure
still needs highly specialized and experienced technician or physician to obtain
diagnostic result. For this purpose, automatic inspection for fluorescence patterns in
IIF image may assist physicians, without relevant experience, in making correct
diagnosis. As ANA testing becomes more widespread used, a functional automatic

inspection system is essential and its clinical application is becoming urgent.

Keywords: antinuclear autoantibodies, image segmentation, immunofluorescence
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CHAPTER 1

INTRODUCTION

Most of mage segmentation techniques can be categorized as semiautomatic and

automatic. Semiautomatic approaches usually provide reliable segmentation results

but require the participation of a usg in the image segmentation process [1].

Automatic image segmentation methods are usualy nonparametric and generally

based on local image information such as regions, edges, histograms, or clusters. In

the past years, many methods for the segmentation of cell images have been presented

[2-7]. These methods include region-based methods [8-10], edge-based methods

: They
[11-13], histogram-based methods [14], etc. . The studies use the gray information of /
an image mainly without using any priori knowledge of a specfic type of image. For

. without or
some simple images, with slight, noise, thesemethods may work well. However, when low

:But

an image contains extensive, noise, clutter, ,or occlusion, it is difficult to obtain good

: in the presence of

segmentation results with these methods. .Thus he segmentation performance hes - and

greatly improved by incorporating some a priori knowledge about the specific type of \( Howeven !

| | U ) U | W | W | W—

images being processed.

In general, pathologists might make diagnostic decision by observing the

specimen cdls and the geometric parameters of the cell such as the area, radius and

the circumference .The information is very useful using computer-aided system to




. To get the parameters,
accurately measure the geometric parameters of the cell. ,Accurate segmentation of a

cell images is required_to get the parameters Because of the identification of the

patterns has up to now been done manually by a human inspecting the dides with the

help of a microscope. The lacking automation of this technique has resulted in the

development of aternative techniques based on chemical reactions, which have not

the discrimination power of the ANA testing. An automatic system would pave the

way for awider use of ANA testing.

An automatic inspection system for ANA testing can be divided into HEp-2 cell

detection, fluorescence pattern classification and computer aided diagnosis phases.

:We

Jhis_study presented an efficient method for automatically detecting cdls with /[

fluorescence patternin I1F images. The preprocessing of the proposed method reduces

the any amount of noises but preserves the shape and contrast of cells. Then a

adaptive edged-based segmentation automatically extracts outlines of cdls in IIF

images. The proposed method evaluated 2573 cdls with six distinct fluorescence

patterns from 45 images. The results of computer simulations revealed that the

proposed method always identified cell outlines as were obtained by manua sketched

Such a method provides robust and fast automatic segmentation of HEp-2 fluorescent

patterns in ANA testing. The proposed automatic segmentation system can save much

of the time required to locatefluorescence patterns with very high stability.



. our
The rest of this paper is organized as follows. Chapter 2 presents jhe proposed /

tis
methods. Chapter 3 discussthe texture festures analysis for the |1F images. Chapter 4 /

shows the experiment results and eva uation, and the conclusion follows in chapter 5.

-10-



CHAPTER 2

MATERIALSAND METHODS

2.1 DATA ACQUISITION

This study used dides of HEp-2 substrate, at a serum dilution of 1:80. A

physician takes images of dides with an acquisition unit consisting of the

fluorescence microscope coupled with a commonly used fluorescence microscope

(Axioskop 2, CarlZeiss, Jena, Germany) a 40-fold magnification. The

immunofluorescence images were taken by an operator with a color digital camera

(E-330, Olympus, Tokyo, Japan). The digitized images were of 8bit photometric

resolution for each RGB (Red, Green and Blue) color channel with a resolution of

3136x2352 pixel. Findly, the images were transferred to a personal computer and

stored as *.orf -files (Raw data format) without compression. The image database

containing 45 samples were collected from January 2007 to July 2007. Due to the size

of original images was too large to adapt a segmentation procedure, thus this study

downsampled the image to a reasonable resolution 1024x768 pixel.

2.2 AUTOANTIBODY FLUORESCENCE PATTERNS

To evaluate the proposed system, this study included six different main patterns:
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1. Diffuse pattern

2. Peripheral pattern

3. Coarse speckled pattern
4. Fine speckled pattern

5. Discrete speckled pattern

6. Nucleolar pattern

Figures 1 illustrate the distinct autoantibody fluorescence patterns. In the view

point of image processing, the fluorescence cell belongs to diffuse, peripheral, coarse

speckled, or fine speckled pattern normally includes only one connected region. On

the contrary, the discrete speckled and nucleolar patterns consist of mass and severa

connected regions, respectively.

2.3 3 MPLECLASSIFICATION PROCEDURE

Several studies have been proposed to classify autoantibody fluorescence patterns

by using an automatic thresholding method, i.e. the Otsu’ s algorithm [15], to segment

the cells. The thresholding method can choose the threshold to minimize the

intra-class variance of the black and white pixels automatically. Due to the variety of

ANA patterns, the Otsu’ s agorithm aways failed to segment cells of discrete

speckled and nucleolar patterns directly. Figure 2 shows the over -segmentation results

by using Otsu’ s agorithm. In order to extract precise cells in an image, the proposed

-12-



method comprised a smple classification procedure for IIF images to avoid

over-segmentation.

(©) (d)

Fig. 1 The six distinct autoantibody fluorescence patterns: (a) dffuse (b) peripheral,
(c) ooarse speckled, (d) fine speckled, (€) discrete speckled, and (f) nucleolar.

13-



Firstly, the automatic thresholding agorithm was performed to convert an IIF

image to binary version. Then the proposed method counted the number of connected

region in the binary image. The information of the connected region was used as the

input of the IIF image classifier. We classified an |IF image into two cases based on

the number of connected region nin an image:

Type 0 (image with sparse region cdls): if the number of connected regionn £ T;

Type 1 (image with mass region cells): if the number of connected regionn > T,

where T was the predefined threshold for identifying an IIF image with sparse region

cells or with mass region cells. Based on the simple classification, the proposed

method adaptive selected from two modules with different parameters to segment

autoantibody fluorescence cells. Figure 3 presents a flowchart of the proposed method,

in aform that includes the preprocessing and segmentation phases.

2.4 COLOR SPACES

A color space specifies how color information is represented; a color space is a

model for representing color in terms of intensity values. Color space conversion is

the trandation of the representation of a color from one basis to another. This

typically occurs in the context of converting an image that is represented in one color

-14-



space to another color space, the goa being b make the trandated image look as

similar as possible to the original. Sometimes, when we observe each channel in RGB

color space, the information of |1F images can not be got, namely, the expected results

of segmentation can not be acquired in this color space. Maybe transformation of

color space is another ways to improve the segmentation results. In the view point of

the proposed method, the Type 0 images were first converted to HSB (Hue, Saturation

and Brightness channels) color space. We utilized the brightness (gray level)

component as input image to segment cells.

(b)
Fig. 2 Over-segmentation in use of the Otsu's algorithm: () segmented result of

Fig.1(e); (b) segmented result of Fig.1(f).

e

For Type 1 images, the original RGB image was transformed to CMY (Cyan,

Magenta, and Yellow channels) color space. We found that the intensity dissimilarity

between fluorescence cells and background was massive in the cyan component. Thus

the cyan component was employed as input image to segment cells. In this study, the
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HS (hue, saturation, intensity) [16] and CMY (yan, magenta, yelow) [17] color

../

models were better than the RGB color space to seament |1 F images. 0 T
. [ 1pht
1)t

»

Classification based on

TypeO: Typel:
Image with Image with
sparse regi on y mass region

Color system Transformation
(RGBtoCMY)

Color system Transformation
(RGB to HSB)

Brightness Cyan
component componert

==

[ Canny edge detection ] [ Otsu’s thresholding '

v
[ Morphlogical smoothing , [—WHN?WHJ
Cell outlining | [ Cell outlining ]

Fig. 3. The flowchart of the proposed adaptive segmentation method.

2.5 PREPROCESSING OFANISOTROPIC DIFFUSION

Preprocessing is a significant issue before the segmentation. The effective
preprocessing method for segmentation should aim to reduce noises and preserve the
useful information, such as edge and boundary of the desired objects The anisotropic

diffusion method that based on a partia differentia equation [18,19] is very practical
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not only in image de-noisng but adso in preserving the important boundary

information. The advantages of anisotropic diffusion include intraregion smoothing

and edge preservation. Anisotropic diffusion performs well for images corrupted by

additive noise. This study performed the anisotropic diffusion filter to enhance the [IF

images for HEp-2 cdl outlining. Figures 4 show the de nosed results by applying the

preprocessing method and two practical filters, i.e. the arithmetic average filter and

Gaussian low-pass filter. Figure 1(a) is an original magnified monochrome 11Fimage

that includes HEp-2 cells with various contrast levels and noises. The processed

images obtained by arithmetic average filtering, Gaussian low -pass filtering and the

anisotropic diffusion filtering are shown in Figs. 1(b)-(d), respectively. Obvioudly, the

anisotropic diffusion method is superior to that two in removing noise and preserving

edges for the IIF image. The proposed method using the preprocessng not only

reduced the number of speckles and the amount of noises in images but also preserved

the shape and contrast of fluorescence patterns.

2.6 ADAPTIVEIMAGE SEGMENTATION

For image with sparse region cells, the origina RGB image was first transformed

to HSl color model. The proposed method utilized the brightness (gray level)

component as input image to segment cells. The anisotropic diffusion filter was

-17-



performed to enhance cell regions from background. Edge-based segmentation

methods depend on the gradient of an image to determine objects boundary. Such

methods were designed to detect discontinuities of image intensity, so edge-based

methods perform well when applied to Type O IIF images. This study employed a

practical method, i.e. the Canny edge detector[20], to identify the edge information in

an image and enhanced the detected edges by using the morphologica dilation

operator[21].

€ (b)
Fig. 4. Example of the de-nosed results by applying the arithmetic average filter and

Gaussian low-pass filter: (a) transformed gray image from origind RGB
image, (b) after arithmetic average filter and Gaussian low-pass filter.

Canny operator is one of the most excellent edge detection method. It can get

single pixel width edge, and moreover, it includes Gaussian convolution which can

suppresses the noise in the luminance difference. Canny optimizes edge response with

respect to three criteria: @) Detection: real edges should not be missed, and false edges
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should be avoided; b) Location: the edge response should lie as close as possible to its

true location; c) One response: a true edge should not give rise to more than one

response. Hence this study chosen Canny operator to detect edge. Finaly, the

morphological operator erosion and dilation were alternately utilized to fill the gaps

within a cell and smooth outline of the segmented cell. Figures 5 demonstrate the

processing results by this module in the proposed method.

Furthermore, for image with mass region cells, the origina RGB image was

transformed to CMY color space using Euations (2). We found that the intensity

dissmilarity between fluorescence cells and background was massive in the cyan

component. Thus the proposed method utilized the cyan component as input image to

segment cells in the image with mass region cells. The anisotropic diffusion filter was

also performed to enhance cell regions from background. The binary image with cell

region segmentation could be generated by using the Otsu algorithm.

Otsu agorithm is well known and widely used, and is highly ranked in a

comparative study of global binarization methods. It is suitable for real-time image

processing due to its simplicity and high speed. But there is till one limitation of

Otsu’ s method is that it does not work well with variable illumination. So the global

. SO
threshold determined by Otsu’'s method is gSignificant. In this module, the/(

morphological operator opening and closing with a larger sized structuring element
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were performed to diminish the region with a unreasonable size and then obtained the

precise outline of the cells. Figures 6 show the processing results by segmentation

module for Type 1 images.
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(e (f)

Fig. 5. An IIF image (with coarse speckled patterns) processed with the Type 0
segmentation module: (a8) original RGB image, (b) transformed brightness
image after the anisotropic diffusion filtering, (c) after Canny edge detection,
(d) after morphological dilation, (€) after morphological smoothing, and (f) the
outline of the segmented cell.
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(e (f)
Fig. 6. An IIFimage (with discrete speckled patterns) processed with the Type 1
segmentation module: (&) original RGB image, () transformed cyan image
after the anisotropic diffusion filtering, (c) after automatic thresholding, (d)
after morphological closing, (€) after morphological opening, and (f) the
outline of the segmented cell.
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CHAPTER 3

TEXTURE FEATURES ANALYSIS

Texture is one of the main features intensively utilized in image processing and

pattern recognition. Texture feature of image is the spatial information about pixels

structural arrangement and their relationship with the surrounding environment. If

. vaue

pixels of an image areconstant, we can say that the image has no texture. If pixels /

vary unevenly in values, then the image has many textures. Many approaches were

developed to extract the texture features of an image. In this study, the textura

features include block difference of inverse probabilities (BDIP) [22], block variation

of local correlation coefficients (BVLC) [22], auto-covariance matrix [23,24], spatid

gray-level dependence matrices (SGLDM) [25,26], and gray-level difference matrix

(GLDM) [25,26]. The texturd features were presented as follows in detail.

3.1 BLOCK DIFFERENCE OF INVERSE PROBABILITIES (BDIP)
The block difference of inverse probabilities (BDIP), which is one of the

proposed texture features, is a block-based version of the difference of inverse

probabilities. It is defined as the difference between the number of pixels in a block

and the ratio of the sum of pixel intensities in the block to the maximum in the block.
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a i) / | |

BDIP=M2- L _
max (i, )’ (1)
1]

:Ocm}

where 1(j,j) denotes the intensity of a pixe (i,j) and B is a block of size
M~ M. The larger the variation of intensities there is in a block, the higher the value
of BDIP. In this paper, the block sze is chosenas 2° 2 and higher BDIPvalues are

shown darker.

3.2 BLOCK VARIATION OF LOCAL CORRELATION COEFFICIENTS
(BVLC)

The variation of local corrdation coefficients is known to measure texture
smoothness well. It is defined as the variation, or the difference between the
maximum and minimum, of local correlation coefficients according to four
orientations. The block variation of local correlation coefficients (BVLC), is a

block-based version of the variation of loca correlation coefficients. Each loca

correlation coefficient is defined as local covariance normalized by local variance,_/

: )
iz allii+kj+1)- mem, ’/
M Gire

rk,1)= , 2

S 0,0S k.l

where B denotes a block of sze M” M, m,, and s, denote the local mean

and standard deviation of the block B, respectively. The notation (k,I) denotesa
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pair of horizontal shift and vertical shift associated with the four orientations

(- 90°,0°,-45°,45°). As aresult, m and s, represent the mean and standard

deviation of the block shifted by (k,1), respectively. The value of BVLC is defined /

as follows:
BVLC = (m%A[r (k,1)]- (kr’nl')rgd[r (k.1)], 3)
0, ={(0.1).(.0).(t1). (- 1)}. (4)
From the above equation, we see that the larger the degree of roughness thereisin a

block, the higher the value of BVLC.

3.3 2D NORMALIZED AUTO-COVARIANCE COEFFICIENTS

Different patterns in the IIF images have significantly different textures. The 2D
normalized auto-correlation coefficients used to reflect the inter-pixel correlation
within an image. The coefficients are further modified into a meart removed version
to generate the similar auto-covariance features for images with different brightness
but with a similar texture. This thesis used the correlation between neighboring pixels
within the images as features. The modified auto-covariance coefficients between
pixel (i,j) and pixel (i +Dm, j+Dn) in animage with sze M~° N were defined

as:
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o(om m:% &

where

A(Dm D) = /(
1 M -ZOE Dm N-ZOE Dn (6)

ooy & & (1 Tfrtxomyson)- )

where f is the mean value of f(x,y). The dimension of the auto-covariance
matrix can be any size of images. There will form an auto-covariance matrix which

size is Dm’ Dn. In this study, Dm and Dnare both 5, after the processing of

:5°5

texture andysis, @ Dm” Dn_ auto-covariance matrix is obtained for each image. A : 3pt

Because the value of g(0,0) is aways one. The first element in matrix_of every /

pattern will be discarded.

3.4 SPATIAL GRAY-LEVEL DEPENDENCE MATRICES (SGLDM)

The spatial gray-level dependence matrices (SGLDM) are introduced as a texture

measure that accounts for the spatial variation and spatial dependence among the gray

levels in the texture The SGLDM are based on the estimation of the second-order

joint conditional probability density functions, f(i,j;d.q). Each f(i,j;d.q) is
the probability of going from gray-level i to j, given that the intersample spacing
is d and the direction is specified by the angle . The possible angle values are a

multiple of 45 degrees. A total of 13 features can be extracted from the probability

-26-



function f (i ,jd ,q) . Based on this, the following texturemeasures were computed:

1

1. Angular second moment
2. Contrast

3. Correlation

4. Sum of squares: variance
5. Inverse difference moment
6. Sum average

7. Sum variance

8. Sum entropy

9. Entropy

10. Difference variance

11. Difference entropy

12. and 13. Information measures of correlation

This study utilizes one of the 13 possible useful features, i.e. entropy E.

E=-3aa(i.ild)logs,(i,jld), (7)./(
i
where S, (i, j|d) is the (i,j)" element of S, when distance = d. In this thesis,

the distance is 1 and for angles q =0°, 45", 90° and 135 and then we computed

four values for entropy texture measure.

3.5 GRAY-LEVEL DIFFERENCE MATRIX (GLDM)

A gray-level difference matrix is based on the occurrence of two pixels that have a

given absolute difference in gray level and that are separated by a specific

-27-



displacement. Digital gray-scaled images can be represented as a function of intensity
and coordinate 1(x,y). Let I, (xy) = |I(x,y)— I(X+Dx,y+Dy)| for any given
displacement s =(x,Dy) and f'(i|s) isthe prabability function of I (x,y).In

the current study, four possible forms for s =([x,Dy) are considered, (0,d),

: intersample spacing

(-d,d), (d,0),and (-d,-d),where d is the displacement between pixel x and yﬂ disance

Only one feature is used in this thesis, i.e. inverse difference moment (IDM). The

definition of thisfeature is given as:

afiils) /(

|D|v|='(i2—+l), (8)

where il (O,N;-1) and N, is the Maximum gray level vaue just like in

SGLDM.
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CHAPTER 4

EXPERIMENTS AND RESULTS

This study totally experimented 2573 autoantibody fluorescence patterns with

manual sketched outlines (including 519 diffuse patterns, 482 periphera patterns, 788

coarse speckled patterns, 634 fine speckled patterns, 64 discrete speckled patterns and

86 nucleolar patterns) from 45 11F images to test the accuracy of the proposed method.

These simulations were made on a single CPU Intel Pentium-VI 3.0 GHz persond

computer with Microsoft Windows XP operating system.

In this work, the Otsu’ s algorithm was first performed to calculate the number of

connected region that used as the input of the IIF image classifier. With the

predefined threshold T _ranged from 200 to 400, the proposed adaptive segmentation

system obtained a stable and the highest accuracy. Moreover, the morphological

dilation operators for image with sparse region cells (Type 0) dilized a 3 x 3

diamond-shaped structuring element. The morphological dilation operators for

image with mass region cells (Type 1) employed a 17 x 17 diamond-shaped

structuring element.

Table 1 lists the segmentation results that made a comparison between the

proposed method and the Otsu automatic thresholding with morphological operators.

The number of the segmented divided and mixed cells might be used to evauate the
-20-



accuracy of the segmentation results. However, there are various cases are mixed

indeed. In these cases, serious overlapping could be found between the cells. Besides

this circumstance, the proposed system clearly yielded cell outlines that are similarly

to those manually sketched. From the segmentation results, only a small number of

cases might generate an undesired segmentation.

Table 1. Comparisons for fluorescence patterns segmentation between the proposed

method and the Otsu’ s automatic thresholding with morphological operators.

The Otsu agorithm with
morphlogical processin The proposed method
eSS
Autoantibody Prrogiee p g
no.
fluorescence . ) . .
pattern manual no. divided | no. mixed | no. divided | no. mixed
sketched cdls cdls cells cdls
cdls
Diffuse 519 169 Q0 394 50
Peripheral 482 180 80 326 63
Coarse 788 232 135 636 52
speckled
Discrete 634 239 72 431 48
speckled
Fine speckled 64 1 14 50 4
Nucleolar 86 41 17 72 4

Although several classification methods exist such as neural networks, k-nearest

neighbor and logistic regression, we till choose to employ the binary decision tree

induction algorithm. Because the decision tree induction process does not only act as
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a knowledge discovery process, but also works as a feature selector, discovering a /

subset from the whole set of features in the sample set that is the most relevant to the /

cof features

problem solution. This algorithm Jearns a set of rules and basic features necessary for

: alowsoneto

decision making. It partitions the decision space recursively into sub-regions based on

the sample set. In this way, the decision tree recursively breaks down the complexity

of the decision space.

In operations research, specifically in decision anayss, a decison tree is a

decison support tool that uses a graph or model of decisions and their possible

consequences, including chance event outcomes, resource costs, and utility. A

decision tree is used to identify the strategy most likely to reach a goa. Another use

of trees is as a descriptive means for calculating conditional probabilities.

Figure 7 shows the dructure of a binary decision tree. A binary decision tree

consists of nodes and branches. Each node represents a single test or decision. In the

case of a binary tree, the decision is either true or false. The starting node is usually

referred to as the root node. Depending on whether the result of atest is true or false,

the tree will branch right or left to another node. Finally, a terminal node is reached,

and a decision is made on the class assignment.
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root

®

Fig. 7. The structure of a binary decision tree.

. our

In the proposed classification, a . dataset with 600 fluorescence patterns was

:weused a
utilized to simulation, The dataset contained six classes, and for each class were of

. images
equally distributed and.jncluded 100 patterns.,Thenthe k-fold cross vaidation method - cach

was used to evaluate the accuracy and performance of the classifiers trained using

: equaly distributed

= AAN

. F

textural features. The k-fold cross validation method can be summarized as follows: a)

:wehad

:images

The training samples are arbitrarily divided into k subsets. b) One of the subsets is left

. Afterward, we

out for evaluation and the parameters of the classifier are learned using the samplesin

:used

the remaining k-1 subsets. The recognition rate corresponding to the subset |eft for

/

(SR WD | V| VR | W—"  UI—" | US—" ) W | GRS | W ) U0 | U—" | — | —

evaluation is caculated using the trained classifier. Since there are k possibilities for

how to leave out the subset for evaluation, the recognition rates of al k subsets are

evauated. ¢) The final generalization performance is computed as the average of the

recognition rate for the k subsets,
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slist

Table 2 revealsthe classification results that made a comparison between the /

:the

accuracy and performancewith dl kinds of k vaues and levels of the binary decision /

trea It can be seen from the table, no matter what the k value is, the accuracy still

makes no difference under the same levels of the binary decision tree. Even though

the accuracy be improved via increased the levels, the performance has aso became

more and more worse How to keep balance between the accuracy and Jperformance

. the

hN

are the most significant issue for us.

Table 2. Comparisons for fluorescence patterns classification between the accuracy

:th
and Jperformance with all kinds of k vaues and levels of the hinary decision °

tree.

[t |
Kk values k=2 k=5 k=10 )
)
A Accuracy | Performance | Accuracy | Performance | Accuracy | Performance : %
10 )
5 levels | 79.33% 6.55 79.34% 7s 79.33% 7s )

10 levels | 83.67% 11.5s 83.67% 12s 83.67% 13.9s
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CHAPTER 5

CONCLUSON

carticle

This thesis presented an efficient method for automatically detecting outlines of /{

fluorescence cells in IIF images. The preprocessing of the proposed method applied

an anisotropic diffusion filter to reduce the any amount of noises but preserved the

shape and contrast of fluorescence cell. This study classified an IIF image into two

cases based on the number of connected region in an image. The proposed adaptive

segmentation method was used to generate precise outline of the cells based onthe

types of image. The IIF image database including 2573 cases were used to evaluation.

We found that the proposed method determines the outlines of fluorescence cells that

are very similar to manual sketched ones. Segmentation results reveded that the

proposed method can practically segment fluorescence cells from I1F images.

: We needto

In the future, the proposed method can focused onthe segmentation improvement

: improve

Due to the technique of data acquisition is not skillful, the large number of overlapped

: results firstin the future 1

» and

cdl,, the tiny variation between fluorescence cells and background, and the

autoantibody fluorescence pattern is very difficult to segment. As long as these

problems can be overcame step by step, the accuracy of he proposed automatic

segmentation will increase than before. By this way, an assisting segmentation system

could notably facilitate autoantibody diagnostics.
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In the classification, the experiment based on the objective feature measurements
gave us new indgghts into the application. The performance of the resulting classifier
isn't worse than the performance of the expert. The classifier can decide based on the
image features of a single cell, while the expert needs mitosis to make a final decision.
Further developing the texture feature will do further improvement of the

classification procedure
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2.4 COLOR SPACES

A color space specifies how color information is represented; a color space is a

model for representing color in terms of intensity values. Color space conversion is

the trandation of the representation of a color from one basis to another. This

typicaly occurs in the context of converting an image that is represented in one color

gpace to another color space, the goal being to make the trandated image look as

similar as possible to the original. Sometimes, when we observe each channel in RGB

color space, the information of 11F images can not be got, namely, the expected results

of segmentation can not be acquired in this color space. Maybe transformation of

color space is another ways to improve the segmentation results. In the view point of

the proposed method, the Type 0 images were first converted to HSB (Hue, Saturation

and Brightness channels) color space. We Uutilized the brightness (gray level)

component as input image to segment cells. For Type 1 images, the original RGB

image was transformed to CMY (Cyan, Magenta, and Yellow channels) color space.

We found that the intensity dissimilarity between fluorescence cells and background

was massive in the cyan component. Thus the cyan component was employed as input

image to segment cells. In this study, the HSI (hue, saturation, intensity) [16] and

CMY (cyan, magenta, yellow) [17] color models were better than the RGB color

12:

00



space tosegment |1F images.



