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Abstract

Data grids are a very important and useful techaiign solving problems created by
the large amounts of data scientific experimentd amulations produce. Data
replication, a technique much discussed by dathrggearchers in past years, creates
multiple copies of files and stores them in coneanilocations to shorten file access
times. In this thesis, we propose a dynamic replinamaintenance service for
maintaining data in grid environments. Replicasadpisted to appropriate locations
using Bayesian Networks (BN) due to the continuobange of the network. The
maintenance strategy we propose is called Imphgihamic Maintenance Service
with Bayesian Network (IDMSBN). If the probabilitsalue exceeds the user—defined
threshold, the IDMSBN can duplicate the same fidetlie next best site without

replication, in order to reduce the network bandiwighen the user requests a file.

Keywords. Grid Computing, Data Grid, Replica Management, DyrtaMaintenance

Service, Bayesian Networks
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Chapter 1
| ntr oduction

1.1 Motivations

In recent years, many high-energy physics projeat® been executed in Europe [3],
as well as climate predictions, earthquake sinaati and bioinformatics research, all
over the world. These all deal with large-scalesfiin the terabyte and even petabyte
range and require increasing amounts of computowep, network bandwidth, and
storage capacity for optimum performance. But cadepucenters with
supercomputers cannot support enough of thesealeeieds. Grid technology is the
best approach to this kind of problem. The mairppse of the Grid Project [9, 10,
23] is to enable sharing of computing and storageurces such as CPUs, memory,
and hard disks, among others, by users geographdiatributed around the world,
thus forming a massive virtual computer [1, 2].dSrneed some kind of middleware
to integrate equipment and communication for expents and simulations. The
Globus Toolkit [11, 23] is an open-source middlesvgrackage for building grid
environments. It includes components for securityformation infrastructure,
resource management, data management, communijcdaoit detection, and
portability.

Data replication [5, 22], which operates based @ Globus Toolkit, can
distribute data to many scattered sites. Supeejgigation strategies can reduce file
access times and latency, and accelerate file dasnspeeds to reduce execution

times. And if one storage element crashes, cli@desa can still fetch desired data



from other storage elements, thus improving falé#rance and making the entire grid
environment more stable and reliable. Another athgm of data grids is that users
can download data in parallel from chosen sitegpplications chosen automatically
after estimation by evaluation models in grid eoniments. Bandwidth utilization is

the most important factor affecting download speadd execution times. Since
network environments are unstable, no replica sit@lways the best choice for
downloading data in minimum time. Thus, replica®wtd be distributed among

appropriate grid storage elements to reduce the tequired for users to get data,

and to improve execution performance.

1.2 The Goal and Contributions

This thesis presents a replica maintenance stratedfgd the Implicit Dynamic
Maintenance Service with Bayesian Network (IDMSBMkich differs from the
Dynamic Maintenance Service (DMS) [31] and otheffie DMS framework
automatically maintains data using relative stadwas®d information metadata such as
data-access frequency, free space on storage dketoamhich data will be replicated
or migrated, and network conditions between the §ite and other sites. Both
methods collect server metadata. DMS needs moragespace to record site-to-site
metadata, and when the number of sites and fileeases, this can expand system 10
and reduce performance.

The contributions of this thesis provide anothgreas of replication in Bayesian
Networks, and reduce metadata read and write fre;yuemes. IDMSBN also adds

some effective factors for describing conditionliegpprediction probabilities.



1.3 ThesisOrganization

The rest parts of this thesis are organized asvisll In chapter 2, we describe the
background knowledge of grid computing, data gs@me grid middleware, Bayesian
Network and some related works about data repiinagtrategies have been proposed
before. In chapter 3, we describe the details sigiteand implement of data grid
framework, system component, and the algorithnD&AEBN, also we will introduce
our parameters and evaluation model to determirenvghould data be adjusted to the
appropriate locations. In chapter 4, we simulateesscenarios by using the IDMSBN
algorithm compare with other replication strategiad show the experimental results.
In the last part, chapter 5, we describe the camtuand the future works of this

thesis.



Chapter 2
Background

2.1 Grid Computing

Grid computing involves sharing heterogeneous mes3y based on different
platforms, hardware/software, computer architectanel computer languages, which
located in different places belonging to differeadministrative domains over a
network using open standards to solve large-scatepatation problems. As more
Grids are deployed worldwide, the number of mulstitutional collaborations is
rapidly growing. However, for Grid computing to liea its full potential, it is
expected that Grid participants are able to useao¢her resource [9, 10].
Functionally, Grids can be classified as computaticGrid and data Grid. The
computational Grid is the beacon to scientistssimlving large-scale problems like
gene comparison, high-energy physics, earthquakelaiion, and weather prediction,
etc. The subject of this work is the resource mamamnt and allocation for a Grid
system that is primarily intended to support comapahally expensive tasks like

simulations and optimizations on a Grid [17, 25-30]

2.1.1 DataGrid

Data Grid is another important topic for grid cortipg. Data Grid aggregated the

storage devices distributed in different area adotie world by the Internet into a



virtual storage device to store the data whiclagacity is much larger than a physical
storage device can store. There are many advantaaedata Grid can offer:
 Make jobs can find suitable file quickly: If jobseeded some data to
compute, it can check the information stored irabdase about which sites
stored the desired data, and get those desirestdited in the local region or
in the nearest region to reduce the time spencetting those files.

* Improve the reliability of data grid: If the dat& popular, it will have many
copies stored in different file sites in the grid/eonment. When the file site
is broken, the jobs can get the same files fronerotlata sites to prevent the
jobs stay in idle for getting those files.

* Reduce time spends on accessing and downloadexy When jobs wanted
some files to compute, they can divide each ofdhide into several parts
and parallel downloading those several parts froanyndata sites which
stored those desired files to reduce the time spargetting those files.

* Make the load balanced of file servers: The filessiwill replicate many
copies of data to other sites. If other jobs neettedfiles, they can get the
desired files in the appropriate file sites to avevery job getting the data
from the same file site. It can make the load bfilal sites be balanced.

* Improve performance of all system: By the advardagleat we had
mentioned above, the Data Grid can improve theopeiince of all grid
system and make the grid system be more stable.

In [25], S. Venugopal et al. proposed the grid togg can be categorized into

four models. On the following are descriptionshaide four models.

* Monadic: As figure 2-1 shows, there is only onetdrstorage device of all
grid environment in this model. It store all dathigh gathered by scientific

detectors. If users want to get data, there is ardyngle point to query and
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provide the desired data that users needed. Inntbigel, only institutions
which get the permission can replicate data toldbal storage devices, or
replication is used to handle the fault tolerancethe usage ratio of data in

locality.

Central Storage
Devices

Institution 1 Institution 2
Local Storage Local Storage
Devices Devices

Figure 2-1. Monadic

Hierarchy: As figure 2-2 shows, in the hierarchydeball the data comes
from a single point, Tier 0. It gathers all thealathich gathered by scientific
detectors and stores the data in its storage deMicesearchers needed the
related data in distributed area around the watlayill first transmit the
related data to Region Centers (RCs). Then Regientefs transmit the
related data downward to the institutions, reseasciget their desired data
for experiments from local storage devices of tofbns. The bandwidth
between Tier 0, Tier 1, Tier 2, and Tier 3 is dasee progressively. One
advantage of this model is to keep the data inistarey can be easier than

other model due to the source comes from a sirmld,prier O.



Tier 1

Central
Center

Reginnal
Center |

Regional
Clenter 2

Tier 2

Matinal
Center 3

Imstitution 3

Matiomul
Center 2

Matioml
Center |

Tier 3

Institution | Institution 2

Tier 4

Tier 5

Figure 2-2. Hierarchy

Federation: As figure 2-3 shows, the federation ehedists in institutions or
universities which want to share data or resouoceach other. Researcher
can query their desired data even if the data doesexist in the local storage
device, and get the data from other institutions woversities by
authentication. Each institutions and universitiaa control data only in its
local storage device. For data replication and datasistency is more

complex.

Local Storage Local Storage
Devices 1 Devices 2

Local Storage Local Storage
Devices 3 Devices 4

PC PC PC PC




Figure 2-3. Federation

» Hybrid: As figure 2-4 shows, the hybrid model catsiof previous grid
models, monadic, hierarchy, and federation. Thetrakrstorage device
allocates data downward to the distributors, arddistributors also allocate
data downward to institutions. The institutions mwected to each other and
also query/provide data to each other. This conmseasearchers who want

to share their products of their analysis to others

Central
Source

Distributor 2

\ 4 A 4 A 4

Institution 1 Institution 2 Institution 3

Distributor 1 Distributor 3

Figure 2-4. Hybrid

2.1.2 Replica Management

Replica management involves creating or removirgiicgas at a data grid site [24,
25]. In other word, the role of a replica manageto crate or delete replicas, within
specified storage systems. Most often, these eeplice exact copies of the original

files, created only to harness certain performabeeefits. A replica manager



typically maintains a replica catalog containingliea site addresses and the file
instances. The replica management service is reggerior managing the replication
of complete and partial copies of datasets, defasedollections of files.

The replica management service is just one compomena Data Grid
environment that provides support for high-perfonoeg data-intensive applications.
A replica or location is a subset of a collectibattis stored on a particular physical
storage system. There may be multiple possiblylapping subsets of a collection
stored on multiple storage systems in a Data Qriittse Grid storage systems may
use a variety of underlying storage technologiab @data movement protocols, which

are independent of replica management.

2.1.3 Replica Catalog

The purpose of the replica catalog is to providgmpiags between logical names for
files or collections and one or more copies ofdbgects on physical storage systems.
The catalog registers three types of entries: &giollections, locations and logical
files. A logical collection is a user-defined groopfiles. We would expect that users
will find it convenient and intuitive to registena@ manipulate groups of files as a
collection, rather than require that every file iegistered and manipulated
individually. Aggregating files should reduce baétle number of entries in the catalog
and the number of catalog manipulation operaticgguired to manage replicas.
Location entries in the replica catalog contain thié information required for
mapping a logical collection to a particular phgsimstance of that collection. The
location entry may register information about thgscal storage system, such as the

hostname, port and protocol. In addition, it camgaiall information needed to



construct a URL that can be used to access patidilgs in the collection on the
corresponding storage system.

Each location entry represents a complete or paay of a logical collection
on a storage system. One location entry corresptmésactly one physical storage
system location. The location entry explicitly $istll files from the logical collection
that are stored on the specified physical storggtes). Each logical collection may
have an arbitrary number of associated locatiomiesyteach of which contains a
(possibly overlapping) subset of the files in thalection. Using multiple location
entries, users can easily register logical colbadithat span multiple physical storage
systems.

Despite the benefits of registering and manipuipttollections of files using
logical collection and location objects, users applications may also want to
characterize individual files. For this purposeg tieplica catalog includes optional
entries that describe individual logical files. lica) files are entities with globally
unique names that may have one or more physicénoss. The catalog may
optionally contain one logical file entry in theptiea catalog for each logical file in a
collection.

A Data Grid may contain multiple replica cataloger example, a community of
researchers interested in a particular researdb tojght maintain a replica catalog
for a collection of data sets of mutual interesislpossible to create hierarchies of
replica catalogs to impose a directory-like struetan related logical collections. In
addition, the replica manager can perform accessaoon entire catalogs as will as

on individual logical files.
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2.2 GlobusToolkit and GridFTP

The Globus Project [11, 23] provides software tamflectively called The Globus
Toolkit that makes it easier to build computatio@aids and Grid-based applications.
Many organizations use the Globus Toolkit to butimputational Grids to support
their applications. The composition of the Globusolkit can be divided as three
major components: Resource Management, Informati®ervices, and Data
Management. Each of them makes use of a commordébion of security. Grid
Resource Allocation and Management Protocol (GRAMplement a resource
management protocol, Monitoring and Discovery SErv(MDS) implements an
information services protocol, and GridFTP impletseandata transfer protocol. They
all use the Grid Security Interface (GSI) secupitgtocol at the connection layer [11,
23].

In Data Grid environments, access to distributed datypically as important as
access to distributed computational resourcesribigéd scientific and engineering
applications require transfers of large amountdaif between storage systems, and
access to large amounts of data generated by mabographically distributed
applications and users for analysis and visuabmatamong others. Unfortunately, the
lack of standard protocols for transferring andeassing data in Grids has led to a
fragmented Grid storage community. Users wishingdoess various storage systems
are forced to use multiple protocols, and it idiclilt to transfer data efficiently
between these various storage systems.

The Globus Project surveyed available protocolstaobdnologies, implemented
some prototypes, settled on using FTP and itsiegigixtensions as a base, and then
extending it again to add missing required fundaliyn The Globus alliance proposed

a common data transfer and access protocol calledFGP that provides secure,
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efficient data movement in Grid environments. Thi®tocol, which extends the
standard FTP protocol, provides a superset ofgdhtufes offered by the various Grid

storage systems currently in use.

2.3 Network Weather Service (NWYS)

The Network Weather Service (NWS) [14] is a disitdd system that detects network
status by periodically monitoring and dynamicallyrecasting over a given time
interval. The service operates a distributed sep@fformance sensors (network
monitors, CPU monitors, etc.) from which it gatheystem condition information. It
then uses numerical models to generate forecasthaif the conditions will be for a
given time period. The system includes sensorefi-to-end TCP/IP performance
(bandwidth and latency), available CPU percentagd,available non-paged memory.
The sensor interface, however, allows new intesealsors to be configured into the

system.

2.4 Bayesian Networks

Bayesian Networks (BN) can represent joint prolghilistributions among variables
and clearly show conditional independence. A BN tias parts: a set of parameters,
and a structure containing nodes that can repremantkind of variable and arcs
connecting probabilistically related nodes. BN dpmpare directed acyclic graphs
(DAGS) that cannot start and end at the same ridueNB in Figure 2-5 represents
probability relationships between diseases and symg If there is an arc from Node

A to Node B, A is called a parent of B, and B dcaloif A. “parents (Xi)” denotes the

12



set of parent nodes of node Xi. A directed acyghaph is a BN relative of a set of
variables if the joint distribution of the node was can be written as the product of

the local distributions of each node and its paent

P( X3, Xz,..., )(1):|i| P(X| parent$ X)) (1)

Figure 2-5. An example of a Bayesian network

2.5 Reated Works

Many studies have been done on data maintenartzargrids.
In [20, 25], Ranganathan and Foster introducedlgnamic replication strategies
and compared them using a simulator called PARS&Gnéasure the average

response time and total bandwidth consumed by €taategy. The lower the response
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time and bandwidth consumption, the better theigafbn strategy. But response
time vs. bandwidth consumption is a tradeoff. Théhars concluded that if a user
considers response time to be the most importanejghen the Cascading strategy is
the better choice. On the other hand, if a usesidens bandwidth consumption to be
the most important issue, then Fast Spread isdtterlchoice among the six strategies
evaluated. These two strategies do not check whétleee is enough free space to
store temporary job data and results. Data no lopgpular will still occupy a lot of
space in storage elements. This wasted storage spag affect performance.

The authors of [7, 12, 18, 19] all mentioned theagdian problem, defined as:
“For a set of n client points, find a set of p srypoints that minimizes the total
distance from each client point to its nearest @yoint.” Minimizing total distance
in grid environments minimizes total response tiffiee authors in [7, 12] and many
previous works indicated that the p-median probtammplexity class is NP-hard in
two or more dimensions. The connection statusesdset nodes in grid environments
can be displayed as a matrix, so a grid environmeaan be defined as a
two-dimensional matrix, which means finding p nodesserve all nodes in grid
environments is also NP-hard. In [18, 19], RashédduRahman et al., proposed a
static replica placement algorithm for putting regé in p-best candidate nodes to
minimize total node response times via Lagrangeealax@tion, a heuristic approach
[8] to measuring the response times of client ndddbeir nearest server nodes. The
algorithm is most likely the p-median problem. Thalgo take user requests and
network latency as parameters in deciding when &ntain replicas dynamically.
They use OptorSim [15] , a simulator developed iy EU Data Grid project to
compare their method, called Dynamic p-median, v8tatic p-median and Best
Client. Static p-median replicates no replicas tloep data grid environment nodes

when user requests and/or network latency changs. @Glient replicates desired data

14



to client nodes when request ratios for certainenfiles are very high. Simulation
results show that for various network loads and usquests, the average response
time of the authors’ methods are the lowest. AlgtoDynamic p-median is good for
maintaining replicas dynamically, it can’t be usedeal grid environments because it
iIs NP-hard and would waste a lot of computing podetermining new locations for
replicas.

In [16], Sang-Min Park et al., proposed a dynaremica maintenance algorithm
called Bandwidth Hierarchy based Replication (BHR)ey divide sites into many
regions such that sites close to one another atleeisame regions according to the
bandwidth hierarchy. If a new replica already existanother site in the same region,
the BHR optimizer terminates. In [4], Ruay-Shiunga@g and Jih-Sheng Chang
indicated that the BHR algorithm performs bettarntlother strategies only when the
storage element capacity is small. We found angbhalblem in BHR. Consider the
following scenario: If a file must be replicatedarregion, BHR replicates a copy to
another site in the region. If that same file mhesteplicated to a third site in the same
region, BHR will see that there is already a dwgibcfile in the region and terminate
the algorithm. Thus, files can have, at most, twpies in each region for parallel
downloading of computing data [1-2, 26-30]. The BKme cost is limited by
having only these two download links, and high perfance cannot be achieved.
Furthermore, this limitation will cause load imbatas on the two sites that have the
copies stored in them.

The issue discussed above and the problems pantead [16] have been correct
by DMS. The Dynamic Maintenance Service (DMS), whise the request frequency
and free space of a storage element as parametdetegrmine when files should be
adjusted. In DMS algorithm, the same data in one will have more than two

replicas. And the low access frequency of file wailitomatically be deleted, and that
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will save more free space of storage elements dease the usage ratio of storage
elements to store temporal data or results prodbgede jobs.

Some issues concerning predictive techniques fpticee selection in grid
environments have been explored. R. M. Rahman, &kd3, R. Alhajj [32] used a
neural network (NN) to predict transfer times farious replica sites. NNs mimic
neurons in the human brain and can be taught befsavihey used predictor trace
data with a back-propagation algorithm to train i to predict current data-transfer
performance in grid throughput.

S.Vazhkudai, J. Schopf, [33] used a multi-regrassaplica selection model to
deal with prediction and found that selecting tkstlsite for replication may not yield
the best site for the current network state becgtideenvironments are unstable.

Bayesian Methods often are developed for use igndistic systems [34] and can
detect outbreaks of disease, whether natural oteroarist-induced. Several
algorithms providea priori and a posteriori probabilities in Bayesian Networks.
Calculating joint probabilities in multi-variableetwork structures is difficult with
normal personal computing power today, since thas wong ago shown be an
NP-hard problem. So we find references [35, 36,aBifl 38] to attempts to simplify

structures, combine variables, and/or eliminate-@itteng.
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Chapter 3
System Design and | mplementation

3.1 Software Sack Diagram

Software stack diagrams of our data grid systenshosvn in Figure 3-1 and Figure
3-2. There are three layers in the data grid systemttom, middle, and top. The

functions of each layer are described below.

* Bottom Layer: contains the software installed in each node i ghnid
environment. The two major components in the Bottbayer are the
Information Provider and Grid Middleware. The Infation Provider
consists of two blocks, Ganglia and Network WeatBervice (NWS).
Ganglia gathers machine information such as numbeérngrocessors and
processor cores, processor loading, total mematyfrae memory sizes, and
disk usage. NWS is used to gather network bandwitd#tween nodes and
link latencies. The Grid Middleware consists of tBebus Toolkit, which is

used to join nodes to the grid environment.

 Middle Layer: consists of sites. Each site is made up of sevevdks,
usually located in the same place or connectedhépame switch or hub; all
site nodes are connected to one another via teenkit Moreover, sites are
usually built up as clusters with each node haangal IP. The first node in
each site is called the Head Node.

« Top Layer: components include Applications, Services, the Rboimg
Service, and Records. Users can easily controlgtite environment with

Services, which consist of the Anticipative Reoubi-Adjusting
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Mechanism, Replica Selection Service, One-way RaplConsistency
Service, and Dynamic Maintenance Service providethb portal. Services
operate according to information gathered by thenikdoing Service and
Records. Records provide machine and file inforomabefore downloading
or adjusting file locations. The Monitoring Servigmvides a web front-end

page for users to observe variations during jolegssing.

//Bottom Layer - Node \\
Information Provider Grid Middleware

( Gangia )( Nws ) | ( Globus Toolkit D

< Linux OS (Fedora) )

&KC Hardware D//

Figure 3-1. Sites, services, and portal software stack
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/Top Layer - Applications )
< Applications >
Services
¢ ARAM N ORCS D]
¢ RSS O C IDMSBN )|

Records Monitoring Service
(" Java CoGKit )( MysaL )/ \( Ganglia ) (" RRD Tool )
\C 4
Middle Layer - Site
. Node Node Node Node | Node Node Node Node |

Figure 3-2. Node software stack

The relations between the components describedeatn@/shown in Figure 3-3.
The four services mentioned above can be dividéd two kinds, User-side, and
System-side. The User side, consisting of the Apdiove-Recursively-Adjusting
Mechanism (ARAM) and Replica Selection Service (R®Bables users to monitor
application operations.

The System-side, consisting of the Implicit DynarMaintenance Service with
Bayesian Network (IDMSBN) and One-way Replica Cestgicy Service (ORCS),
automatically direct files to appropriate locatioasd keep them in consistency.

Functional details of these four services are desdrbelow.
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Replica Selection Service: gathers information from the RLS and
Information Service to determine sites from whid¢te tARAM can best
download files.

Anticipative Recursively Adjusting Mechanism: consists of co-allocation
architecture that enables users to download dedlad in parallel. It
dynamically adjusts download speeds for all filesiaccording to network
bandwidths between server nodes and client nobas, dalancing file site
loadings.

One-way Replica Consistency Service: keeps files consistent with
duplicates stored in distributed nodes. When aidilepdated, it notifies the
other nodes that have the same file to updatesto¢iwvest version.

Implicit Dynamic Maintenance Service with Bayesian Network
(IDMSBN): is the major service in this thesis. It dynamigallplicates grid
environment files by measuring variable paramefEings reduces execution
times and helps stabilize the system. It can ahlswease storage device

usage-ratio efficiency.
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Figure 3-3. Data Grid System Architecture

3.2 TheOperation of IDMSBN

The major contribution of this thesis is reportmg construction of a dynamic replica
maintenance service for data grid systems: IDMSBNoperation is shown in Figure
3-4. Prior to IDMSN Dynamic File Maintenance (DM#)e Information Service and
Replica Location Service record relevant informatio the database for IDMSBN to
measure using the cost model described below irsédtibn 3.3. The Information

Service and Replica Location Service functionsdascribed below:
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* Information Service: periodically gathers variable idle ratios, suchCédJ,

Memory, storage device free space, and network ot It records

real-time information on these dynamic factorsha tnformation Database

(Info. DB) for IDMSBN to use.

* Replica Location Service: records information on each file, such as logical

file name, file size, physical location of the fileme of file creation or last

update, and file access frequency in the File médron Database (File Info.

DB). The Replica Location Service may then be usedind files for

downloading in locations nearest the user in the gnvironment.

2. Get Information

of Files

RLS

Replica
2. Get Information Manager
of Machines
1.a Query 1.a Query
3. Query
A
Information 5. Quel
. IDMSBN AN
Service
Info DB
4. Dynamical
Record Query Adjustment
Information
ceccccccccssssleccccccccccccccccssceYeccccccccccccccccccccccaYccccccccaaaaas

File Info. DB

Data Grid Environ

ment

Figure 3-4. IDMSBN operation

Before triggering the IDBMS, the Replica Managestfiqueries the Information

Service and Replica Location Service, which eadividually query the Information

Database and File Information Database to getnétirination on the system status
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and files. The Replica Manager then evaluates teraiéne whether any files need
adjustment. If there are, the Replica Manager sangsery to the Implicit Dynamic
Maintenance Service with Bayesian Network to adjhsise files, after which the
Dynamic Maintenance Service sends a query to tipdidaelocation Service to check
the new statuses of all files in the grid environm&@he Replica Location Service
responds by checking file statuses, and then reaptte new information in the File

Information Database.

3.3 Parametersand Evaluation M odel

In this part, we will describe the some used patarsethe definitions of measurable
parameters, and the evaluated models which we tosettasure the performance of

IDMSBN and others replication strategies.

3.3.1 Affect Parameters

Many factors in the grid environment affect replizansfer times and execution
performance. For this reason, many parametersc stadl dynamic, as well as other
factors that affect overall performance must bewated. The few factors we chose
for the model are shown below.
» Static Parameters: These factors do not change when the grid enviestim
changes. As Xuanhua Shi et al., mentioned in [RiHse factors are system
attributes of each site, such as CPU type and émryy hard disk storage

capacity, memory capacity, and network card transdiée. Generally, the
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faster the CPU frequency, the larger the memory leard disk capacities,
and the faster the network card transfer rate,bétéer the choice for grid
users to execute jobs. These cannot be major faestomeasuring grid
performance due to the changeable nature of grdre@mments, thus, we
focus on the dynamic factors.

* Dynamic Parameters. can change when the grid environment changes.
Executing jobs consumes computing power, uses mespace, downloads
or uploads data, and stores computational resulttdrage elements. This
changes the CPU usage rate, memory space, bangamdtimode free space.
Network bandwidth is the most important factor efiieg performance. To
achieve high performance, the real-time requirenmaunst be achieved. The
NWS was created to periodically monitor and dynaathyc forecast the
performance of various network and computationaineints. We use NWS
[14] to measure network bandwidth, and the Linuxnpwands, “sar” and
“df” to measure CPU and memory usage, and hardfdegkspace.

» Other Parameters: The parameters mentioned above can easily betased
quantify, but other parameters also influence dafdica operations. For
example, sites being located in the same regiontherdate of replica

creation. The best parameters may be those foube soitable in the past.

3.3.2 IMDSBN Moddl

We often are interested in knowing the probabilihbat P(X|Y). Let X denote

hypopaper and Let Y denote evidence. The Bayesigthod must then be used to
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know P(Y|X) in order to find P(X|Y), because itaasier to model hypopaper leading

to evidence.
P(X |Y): P(Y | X)OP( X)

P(Y) 2)
P(X|Y): P(Y | X)OP( X)

> P(Y | X)OP( X)) )

The rules in Bayesian terms are as follows: P(Xthes prior probability of X,
P(X]Y) is the posterior probability of X given E(AX’) is the sample probability,
and P(Y|X) is the likelihood of Y given H.

The selected parameters used to form the BN factodefined below.

AF: File access frequency, more or less?

* Region: Sites in the same location?

e CP: Computing performance high or low?

* Bandwidth: WAN bandwidth high or low?

* Replica: The replica will be moved to another site?

The important task for the IDMSBN is determininggaeter probabilities. The
initial assumption is that parameters are indepeindeone anotheAF is defined as
the file being requested frequently in a specifitetinterval.Regionis the probability
of the requesting and source sites being in theesagion.CP is the probability of

the site from which a file is acquired having hgmputing performance.
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Figure 3-5. The Bayesian network structure

We assume domain experience will simplify the maayameters shown in
Figure 3-5. Initially, some probabilities may besigeed to parameters, or some
sample training used to build proficiency. Userg®eshold values can be used to
determine whether or not replicas are created.

The independent parameters have different statas ity be shown in
conditional probability tables (CPT) describingatedns between parameter states at
some time in the past. Table 3-1, Table 3-2, TabR and Table 3-4 below show
parameter probability tables. Table 3-5 is a CPiTréplication given AF, Region,
Local, and CP. Probabilities are usually assignembraling to expert experience, but
in this thesis we assume the values. Finally, captiarameters, meaning the chances
of files being replicated, may obtained by compareplication values from prior

parameters with threshold values set by users.
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Table 3-1. Probability of AF

AF

AF=High

AF=Low

P(AF)

0.1

0.9

Table 3-2. Probability of Region

Region

Region=Local

Region=Non_loca

p(Region)

0..25

0.75

Table 3-3. Probability of Bandwidth

Bandwidth | Bandwidth=High| Bandwidth=Low
pP(AF) 0.25 0.75
Table 3-4. Probability of CP
CP CP=High CP=Low
p(CP) 0.2 0.8
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Table 3-5. Conditional Probability of replication given AF, en Bandwidth and CP

AF Region Bandwidth CP Replica=Yes Replica=No
High Local High High 0.8 0.2
High Local High Low 0.7 0.3
High Local Low High 0.7 0.3
High Local Low Low 0.5 0.5
High Remote High High 0.9 0.1
High Remote High Low 0.8 0.2
High Remote Low High 0.7 0.3
High Remote Low Low 0.6 0.4
Low Local High High 0.4 0.6
Low Local High Low 0.3 0.7
Low Local Low High 0.2 0.8
Low Local Low Low 0.45 0.55
Low Remote High High 0.25 0.75
Low Remote High Low 0.2 0.8
Low Remote Low High 0..2 0.8
Low Remote Low Low 0.1 0.9
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3.4 TheAlgorithm

Below, we describe our IDMSBN algorithm. First, get weight and probability for
the parameters used from domain experience oringaisamples, and use them to
infer the probability of replication happening dwgifile operations. After sufficient
time has passed for the algorithm to get the latestadata (the parameter
probabilities and CPT), it calculates a file regtion probability value. DB metadata
changes over time, so the file replication threghalue is different when calculating
the probability value using BN historical learnings figure 3-6 shows, if the
probability value exceeds the user—defined threshtbe IDMSBN can duplicate the
same file to the next best site without replicatidknd every storage element
maintains free space to save larger files by dejetther files. When a site has no free
space, files on the site that haven’'t been used flong time are deleted to liberate
hard disk space. But no matter how many files atetdd, at least one replica always

exists on another site.
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Chapter 4
Experimental Results

4.1 Experimental Environment

In this chapter, we compare the performance ofitdMSBN algorithm with that of
four other replication strategies, Least Frequedsgd (LFU), Least Recently Used
(LRU), and the simple Accessed Remotely (AR). gt “AR” mean sites have no
replicas and all files are accessed remotely. TRE land LRU strategies always
replicate when requests occur, but differ in whitds are chosen for deletion when
there is not enough storage element free spaaepbication. LRU chooses the oldest
files and LFU chooses the least frequently requefitss.

Optorsim simulation was used to measure the pedonom of the replication

strategies. The NETICA API, written in Java, wasdis1 the BN Algorithm.

4.2 Parameter Setting

Figure 4-1 shows the experimental environment d¢oimg 16 nodes. The computing
and storage elements were in same node.
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Internet

Figure 4-1. Experimental environment

The important parameters used with Optorsim arevehm Table 4-1. The
storage disk capacity was set to 200GB initiallythe nodes with storage elements.
Intranet bandwidth in the regions was 100Mbps artdrimet bandwidth was 1000
Mbps. Other parameters related to job scheduliofyding number of jobs, number
of job types, number of files in each job, sizecath file, and job delay. Number of
jobs means the number of jobs submitted duringsthrulation run. There were 500
jobs in all, with 30 different job types containififeen 250MB-4000MB files. Job

delay is the interval for submitting jobs in simial execution.
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Table 4-1. Parameters are used in the simulation

Parameters Values
Node storage disk 200GB
Intranet bandwidth 1000M bps
Internet bandwidth 100M bps
Number of jobs 500
Number of job types 30
File number of each job 15
Size of each file 250-4000M B
Job delay 2500ms

The configuration file contains information aboumslated jobs with unique
logical file names (LFN) selected for simulatiorput. Jobs need to access files
during execution, and certain file access patteans be used for job submission:
sequential (files are requested in the order statéae job configuration file), random
(files are requested using a uniform random distrdm), random walk unitary (files
are request in one direction away from the previflesrequest) and random walk
Gaussian (files are accessed in a Gaussian distmpurhese file access patterns are

shown in Figures Figure .4-2, Figure 4-3, Figuré, 4nd Figure 4-5.
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Figure 4-5. Random Walk Gaussian

4.3 Evaluation Metrics

The three evaluation metrics used for the simutadiee shown below.
® Total job time

® Effective network usage (ENU)

® Computing elements active (CE)

Total job time is the simulation time from begingito completion. It is used to
measure the performance of various strategies ¢onsis. ENU is the mean ratio
between file requests that use network resourcgscaal file requests, effectively, the
ratio of files transferred to files requested. Gatlg speaking, a low ENU value
indicates that the strategy used is good at putiieg in the right places. In the
equation below, Nmote fie_accesseéS hOw many times a local site read a file from
another site, N repiicationsiS how many file replications occurred, angl e accessedS

the total number of files requested by a local site
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+ N

ENU - Nremote_file_accesses

N (4)

all_file_accesses

file_replicatiol

CE usage means the percentage of time the compelgéngents ran jobs or were

otherwise active (the average CE usage for eagh sit

4.4 Results

As mentioned above, we set the parameters to gesithulation results shown in
Figure 4-6, Figure 4-7 and Figure 4-8. The IDMSBKetshold value was set at 0.3.
Total IMDSBN job times may be better for certaile faccess patterns because
some files are popular with users on other sitesidre replicas exist, it can reduce
total job wait times. But when IDMSBF adds file lieps, the ENU value increases a
little with each replication. High effective netvkousage is not good in busy network

environments, because network bandwidth must bedheth other sites.

O Sequential BRandom ORandom Walk Unitary ORandom Walk Gaussian

@ 4000000
3000000
2000000

0 Il Il Il

AR LRU LFU IMDSBN
Different Strategies

Total Job Tim

Figure 4-6. Performance comparison for four strategies
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Figure 4-8. CE Usage comparison for four strategies

Total job time and replication number is tradeaffour kind of threshold shown

in Figure 4-9 and Figure 4-10.

‘EISequentiaI B Random ORandom Walk Unitary ORandom Walk Gaussian

., 8000000
£
= 6000000
3 4000000
T 2000000
o
= C—— [T
0
0.1 0.2 0.3 0.4
Threshold

Figure 4-9. Performance comparison for four Threshold
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Chapter 5
Conclusion and Future Work

This thesis presents a dynamic maintenance secalted IDMSBN for improving
grid environment performance in some cases. linged at simplifying the problem
of the DMS incurring metadata overloads. It alsproves grid system performance
in certain circumstances. In general, IDMSBN preda different view of replication
maintenance parameters.

In the future, we will try to provide IDMSBN paratees a hierarchical structure
and try to find other approaches to parameters. Wit continue enhance the
reliability for various data, and we will train fodifferent data styles to find

appropriate conditional probability tables.
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